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During early embryogenesis of the nematode, Caenorhabditis elegans, the chromatin motion markedly
decreases. Despite its biological implications, the underlying mechanism for this transition was unclear. By
combining theory and experiment, we analyze the mean-square displacement (MSD) of the chromatin loci,
and demonstrate that MSD-vs-time relationships in various nuclei collapse into a single master curve by
normalizing them with the mesh size and the corresponding time scale. This enables us to identify the onset
of the entangled dynamics with the size of tube diameter of chromatin polymer in the C. elegans embryo.
Our dynamical scaling analysis predicts the transition between unentangled and entangled dynamics of
chromatin polymers, the quantitative formula for MSD as a function of nuclear size and timescale, and
provides testable hypotheses on chromatin mobility in other cell types and species.
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How does chromatin move? This question has attracted
broad interest in both the fundamental and applied sciences,
from biology to physics. While chromatin moves, in some
case, in a directional manner [1], its motion is mostly
stochastic. Such stochastic motions are associated with the
biological functions. For instance, chromatin motion in the
timescale of τ ≃ 0.1–1 s is known to correlate with the acti-
vity of transcription [2]. Larger scale motion, τ ≃ 10–100 s,
increases upon DNA damage, and this increase is consid-
ered to facilitate a homology search for recombination
repair [3]. In addition, such large scale motion is known to
slow down as the cell division proceeds during the embryo-
genesis of C. elegans [4]. The reduction in mobility corre-
lated with the formation of heterochromatin and nucleoli
[4,5], suggesting the contribution of chromatin mobility to
the global nuclear organization. The mechanism causing the
reduction of mobility during embryogenesis is yet elusive.
Polymer physics has been successful to describe several

fundamental aspects of chromatin [6–10]. The theory,
however, behind the relationship between the chromatin
mobility and the nuclear size is yet to be established. In
characterizing chromatin motion, one usually calculates
from the erratic trajectory r⃗ðtÞ the mean-square displace-
ment (MSD): hðr⃗ðt0 þ τÞ − r⃗ðt0ÞÞ2i, where the averaging is
taken over the time of origin t0 and/or the different nuclei
[11]. Previous experiments have reported that, in many
cases, the MSD of chromatin loci exhibits a power-law
dependence on the lag-time τ;

MSDðτÞ ¼ Aτα: ð1Þ

The MSD exponent α typically falls in the range α < 1
[6,12–14], indicating that the diffusion of chromatin loci
is anomalous due primary to the polymeric nature of
chromatin [7,15–18]. According to the theory of polymer
dynamics, the simplest model (Rouse model), which
takes the connectivity of segments into account, pre-
dicts α ¼ 0.5. Inclusion of the hydrodynamic interactions
between distant segments (Zimm model) enhances the
exponent to α ¼ 2=3, while the motional restriction due
to the entanglement effect results in the slowing down in
dynamics α < 0.5 [19–21].
Given the complexity in the cellular nucleus, however,

one naturally asks the relevance of such simple models, or
more crucially, the circumstances under which each model
applies. The early embryo, where the chromatin organiza-
tion is relatively simple, provides an ideal system to apply a
polymer physics approach without unnecessary complica-
tions. Indeed, in the early embryo of C. elegans, chromatin
is distributed almost uniformly in the nucleus, as judged
from histone distribution [4]. No clear sign of topologically
associating domains (TADs) was observed in autosomes
[22]. In the present study, we identify the mesh size, a
fundamental length scale in polymer solution as a function
of the nuclear size, and demonstrate that the apparently
different MSD data from nuclei of various sizes can be
collapsed onto a single master curve. This leads us to
conclude that the essential aspect of the chromatin dynam-
ics in C. elegans embryo can be well described by a simple
polymer physics model. Our finding emphasizes the
importance of the spatiotemporal viewpoint in chromatin
dynamics, where the nuclear size affects the characteristic
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length and timescales. In addition, we speculate the
deviation from the current simple model may probe the
establishment of higher order structures in differentiated
nuclei.
Relationship between chromatin mobility and nuclear

size.—Following the previous study, we visualized the lacO
locus integrated into a pair of sister chromosomes in the C.
elegans genome using the LacI-GFP fusion protein [4,23]
(Fig. S1, Supplemental Material, movie S1 [24]). The
distribution of the lacO spots follows random distribu-
tion [4], in contrast to the peripheral localization of the
telomeres [40]. The tracking analysis of a single locus may
lead to an erroneous interpretation, because of a possible
influence caused by the motion of the nucleus. This is
indeed the case in our experiment, where the apparent
motion of a locus is dominated by the nucleus motion
(Fig. S2, Supplemental Material [24]). To exclude such an
extrinsic effect, we track the positions r⃗1ðtÞ and r⃗2ðtÞ of the
pair of lacO spots in sister chromosomes, and calculate
the distance dðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr⃗2ðtÞ − r⃗1ðtÞÞ2

p
between them. From

the time series of dðtÞ, we deduce the mean square change
in distance (MSCD) as a function of lag-time τ [3,4];

MSCDðτÞ ¼ hðdðt0 þ τÞ − dðt0ÞÞ2i: ð2Þ

Intuitively, one may suppose that MSCD behaves simi-
larly to the MSD. Indeed, several past studies employed
MSCD to quantify the chromatin dynamics [4,41], but
its precise relation to MSD has not been addressed.
We devise a formula relating these two quantities
MSD ¼ d20½ffðMSCD=d20Þg−4 þ fgðMSCD=d20Þg−4�−

1
4,

where fðYÞ ¼ 3
2
Y and gðYÞ ¼ ðY=2Þ þ ffiffiffiffi

Y
p

and d0 ¼ dðt0Þ
(Fig. S3; see Supplemental Material [24] for a derivation),
and convert the measured MSCD to MSD.
To focus on the relationship between the nuclear size

(radius R) and chromatin mobility (MSD), we first group
nuclei of similar sizes (i.e., 0.4 × i − 0.2 ≤ R ½μm� <
0.4 × iþ 0.2, i ¼ 1; 2; 3….), and fit the MSD data from
each group of nuclei to Eq. (1) [Fig. 1(a), solid lines].
The MSD exponent α has a weak correlation with R
[Fig. 1(b) (blue), the coefficient of determination r2¼0.55,
p ¼ 0.06]. The MSD exponents are near 0.5 [Fig. 1(b),
blue dotted line], which is expected from the Rouse model.
In smaller nuclei, however, we notice α < 0.5. Later in this
study, we will elaborate the size dependency of the
exponent. For the moment, we tentatively compare the
chromatin mobility by fitting the MSD data for each group
of nuclei to Eq. (1) by fixing the exponent to the Rouse
model value α ¼ 0.5 [Fig. 1(a), dotted lines]. The ampli-
tude, or the so-called generalized diffusion coefficient
obtained (A0.5) exhibits a clear trend against nuclear size,
in that it takes a smaller value for smaller R [Fig. 1(b) (red),
r2 ¼ 0.96, p ¼ 9 × 10−5]. These results demonstrate a
correlation between chromatin mobility and nuclear size.
As embryonic development is accompanied by a reduction

in nuclear size, the present result is consistent with the
previously established correlation between chromatin
mobility and the early embryonic stage [4].
To verify whether changes in nuclear size can cause

changes in chromatin motion in a cell-stage independent
manner, we induce changes in nuclear size using genetic
manipulation. RNA-mediated interference (RNAi) of ima-3
and C27D9.1 genes induce smaller and larger nuclear sizes,
respectively [5,42]. We focus on the eight-cell stage, which
may correspond to a transition from high to low mobility of
the chromatin [4]. The RNAi of the ima-3 and C27D9.1
genes widens the range of nuclear size [Fig. 2(a)]. We plot
the amplitude of the chromatin motion A0.5 only from the
eight-cell stage nuclei [Fig. 2(b), filled circles]. We detected
a clear correlation between the chromatin motion and the
nuclear size even in a same cell stage [Fig. 2(b), r2 ¼ 0.94,
p ¼ 0.001], with a trend similar to the control cells from
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FIG. 1. Chromatin mobility correlates with nuclear size.
(a) MSD of different nuclei sizes. Different colors represent
different sizes of nuclei. Nuclear radius ¼ 2.0 (brown), 2.4 (red),
2.8 (orange), 3.2 (yellow), 3.6 (light green), 4.0 (green), 4.4 (light
blue), [μm]. The solid lines represent fitting to Eq. (1), whereas
the dotted lines are fitting to Eq. (1) with α fixed to 0.5. (b) MSD
exponent α (blue) and MSD coefficient A (assuming the constant
exponent of α ¼ 0.5, red) of each group. The error bars represent
S.D (standard deviation). The blue dotted line indicates α ¼ 0.5,
and the red dotted curve represents a fit A0.5 ∼ R1.5, which are
expected from the Rouse dynamics.
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FIG. 2. Changes in nuclear size induce changes in chromatin
motion. (a) Distribution of the radii of nuclei in the eight-cell
stage. Control (gray), ima-3 (RNAi) (blue), and C27D9.1 (RNAi)
(orange). (b) Correlation between the MSD coefficient and the
nuclear radius in the eight-cell stage (filled circle). Blank circles
represent the MSD coefficient calculated from all stages as shown
in Fig. 1(b). The error bars represent S.D.
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various stages [Fig. 2(b), blank circles]. The result sup-
ports our hypothesis that chromatin mobility depends on
nuclear size.
Modeling intranuclear chromatin as polymer solution.—

We now discuss the physics underlying the nuclear size
dependence of chromatin mobility. Our estimate [24]
indicates that the chromatin at these stages is best described
as a semidilute polymer solution, a state where the polymer
chains are strongly overlapping but not concentrated too
much [19–21]. The mobility of the chromatin locus will
be affected by the concentration c of chromatin segment,
when the locus moves large enough to encounter surround-
ing chromatin polymers. This statement can be explicitly
formulated based on the notion of the mesh size ξ, which is
the characteristic length scale in semidilute polymer sol-
ution [Fig. 3(a)]. Using the mesh size ξ, one can write the
MSD of the chromatin locus as

MSDðτÞ ¼ ξ2
�
τ

τξ

�
α

; ð3Þ

where τξ is the timescale corresponding to the mesh size,
and regime-dependent exponent α characterizes the dynam-
ics in the corresponding regime; as we discuss below α
takes distinct values for τ smaller or larger than τξ.
How do the mesh size ξ depends on the nuclear size?

Let g be a number of segments inside each mesh. The
chromatin conformation within mesh will be described by
ξ ≃ lg1=2, where l is the Kuhn length of chromatin. Since
the meshes are space filling g=ξ3 ≃ c, one finds ξ ≃ l−2c−1.
Here, we assume the random walk chromatin conformation
as the chromatin segment is rather slender, i.e., its Kuhn
length l (≃100 nm) is larger than its radius b (≃10 nm),
making the excluded volume effect irrelevant [43,44] (see
Fig. S4 in the Supplemental Material [24] for the effect of
self-avoidance). With the concentration c ≃ ð3=4πÞMR−3

of the segments, where M is the total number of segments
inside the nucleus, we find

ξ ≃ ð4π=3Þl−2M−1R3: ð4Þ

The estimated mesh size as a function of nuclear size is
summarized in Fig. 3(b), where we adopt M ¼ 100 000
based on the amount of DNA per nucleus to be ≃400 Mbp
and the estimated segment size of ≃4 kb [24]. The
corresponding timescale τξ is found by noting the relevance
of hydrodynamics interactions inside the mesh, where the
so-called Zimm dynamics applies τξ ≃ ηξ3=kBT [19–21].
Here kBT and η are the thermal energy and viscosity of
the solvent (nucleoplasm), respectively (see Fig. S4 in
Ref. [24] for the effect of hydrodynamic interaction).
This gives the nuclear size dependency of τξ as

τξ ≃ f64π3η=ð27kBTÞgl−6M−3R9: ð5Þ

Substituting Eqs. (4) and (5) into Eq. (3), we obtain the
nuclear size dependence in MSD ∼ Aτα of chromatin loci,

A ∼ R6−9α: ð6Þ

Importantly, the exponent for the nuclear size depend-
ence is a function of the temporal exponent α. Since the
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FIG. 3. (a) Summary of the relationship among MSD, mesh
size ξ, tube diameter a, time- and nuclear-size dependencies of
MSD discussed in the text. Top schematics illustrate the mesh
size and the tube diameter in the chromatin solution. (b) Quanti-
tative comparison of the mesh size, tube diameter and MSD in
different nuclear size. The mesh size ξ (blue dotted line) is
calculated according to Eq. (4) as ξ ¼ 4.2 × 10−3 × R3 ½μm�. The
tube diameter estimated from the experiment (red solid line) as
the border of the broken line in Fig. S5 [24] is a ¼ ξ×
481=2 ¼ 2.9 × 10−2 × R3 ½μm�. Black line is MSD1=2 at τ ¼
20 s obtained from the experiment [Fig. 1(a)]. (c) The master
curve of MSD constructed by time-nuclear size superposition
(double logarithmic scale) by normalizing MSD and τ by ξ2 and
τξ, respectively. The color code is the same as in Fig. 1(a). The
broken line on the plot is obtained by fitting the plot as described
in Ref. [24]. The larger spots correspond to the measurements
with S:E:M:=MSD ≤ 0.06, whereas the others are shown with the
smaller spots.
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latter depends on the length scales and timescales (see
below), the nuclear size dependence of MSD also reflects
the spatiotemporal structure of the chromatin polymer
solution. For the length scale smaller than the mesh size
ξ, the Zimm dynamics predicts the MSD temporal exponent
α ¼ 2=3 [19–21] [Fig. 3(a)]. In this case, MSD ∼ R0

[Eq. (6)], which is not the case in our experiment. For
the length scale larger than ξ, the hydrodynamic inter-
actions are screened, and the so-called Rouse dynamics
applies, hence, α ¼ 0.5 [19–21]. In this case MSD ∼ R1.5

according to Eq. (6). Thus, the Rouse dynamics scenario
provides the temporal exponent roughly consistent with the
α in our experiment [Fig. 1(b), blue], and the experimen-
tally found positive correlation between the MSD coef-
ficient A0.5 and the nuclear size R [Fig. 1(b), red]. However,
we notice α < 0.5 for smaller nuclei [Fig. 1(b), blue], and
the actual nuclear size dependence is stronger than the
Rouse model prediction [A0.5 ∼ R1.5, Fig. 1(b), red dotted
line], which indicates the presence of another physical
mechanism at work.
Master curve and crossover to entangled dynamics.—

We replotted Fig. 1(a) by normalizing MSD and τ with ξ2

and τξ, respectively, to obtain the dimensionless plot
[Fig. 3(c)]. The rescaled plot indicates that the MSD
obtained in this study is larger than the estimated mesh
size squared (ξ2) [Figs. 3(b) and 3(c)]. This means that
chromatin motion measured in this study is theoretically
large enough to be dependent on chromatin concentration
c, and thus on nuclear size R. More importantly, the MSD
data from nuclei with various sizes converges to a single
master curve, which captures the relationship between the
chromatin mobility and the nuclear size in a broad range of
time and spatial scales.
As already mentioned, the experimentally found R

dependence of MSD is stronger than the Rouse model
prediction [Fig. 1(b)]. In addition, a close inspection of the
master curve [Fig. 3(c)] reveals the finer structure of the
temporal exponent. While the shorter timescale part has a
slope α ¼ 0.486� 0.007 (S.D.) consistent with the Rouse
model, the longer timescale dynamics is characterized by a
smaller exponent α ¼ 0.359� 0.003 (S.D.). α < 0.5, and
thus 6 − 9α > 1.5 in Eq. (6), is consistent with stronger
nuclear size dependency on MSD [compare red spots with
red dotted line in Fig. 1(b)]. It is also consistent with
smaller slopes of the MSD-vs-τ curve than those expected
for α ¼ 0.5 [dotted lines in Fig. 1(a), yellow or lower] and
α < 0.5 in Fig. 1(b) (blue spots) for smaller nuclei with
R ≤ 3.2 μm.
From a broken-line fitting of Fig. 3(c), we identify the

crossover point at ðτ=τξ;MSD=ξ2Þ ¼ ð5600� 600;48� 2Þ
(best fit values� S.D.). We propose that the spatial scale of
this crossover corresponds to the tube diameter of chro-
matin solution in living C. elegans embryos [Fig. 3(a)]. The
tube diameter is the length scale, at which the topological
(noncrossability) constraint starts to affect the polymer

behaviors [19–21]. Our data lead to the nuclear size-
dependent tube diameter a ¼ k1 × R3 ½μm� [Fig. 3(b)]
and the corresponding time scale τa ¼ k2 × R9 ½s�, where
k21 ¼ ð8.4� 0.4Þ × 10−4 ½μm−4� and k2 ¼ ð1.5� 0.2Þ ×
10−3 ½s=μm−9� (best fit value � S.D.) with R measured
in μm. Thus, the experimentally determined tube diameter
a is found to be ∼481=2 times larger than the theoretically
estimated mesh size ξ. This ratio is consistent with the often
invoked estimate (∼10) [24]. Combined with the generic
formula Eq. (3), this gives us

MSDðτ; RÞ ¼
�
k21
kα2

�
ταR6−9α; ð7Þ

where α ¼ 0.49 for 0.02 ≤ τ=τa ≤ 1, α ¼ 0.36 for 1 ≤
τ=τa ≤ 600 (Fig. S5 in the Supplemental Material [24]).
This represents the quantitative relationship among the
chromatin mobility (MSD), timescale (τ), and the nuclear
size (R) in the C. elegans embryo.
Discussion.—Nuclear size has been reported to affect the

formation of nucleoli [5] and chromosome condensation
[42]. Here we show that nuclear size also affects the
mobility of chromatin in the early C. elegans embryo on
the timescale of ≥ 20 s. We have found that the chromatin
loci explores the spatial scale larger than the estimated
mesh size in the nuclei, and thus the mobility should
depend on the chromatin concentration, hence, nuclear size.
In addition, the MSD in smaller nucleus and/or in the
longer timescales exceeds the tube diameter of the chro-
matin solution, where the entanglement slows down
the dynamics, and make the mobility more sensitive to
nuclear size.
A mechanism for the entangled dynamics leading to

the exponent α ¼ 0.36 is currently unclear. As a classical
example, the reptation theory predicts the substantial
slowing down α ¼ 0.25 in the entangled linear polymer
solution [19–21], but this theoretical value could often be
blurred by the crossover effect, resulting in a slightly larger
value. In addition, different mechanisms, for instance,
relevant to nonconcatenated ring polymers [9,45–52],
result in different exponents.
The transition from unentangled to entangled dynamics

was observed around the nucleus with R ≃ 3 μm [Figs. 1(b)
and 3(b)]. This size corresponds to the eight-cell stage of
the embryogenesis [Fig. 2(a)]. We propose that the entan-
glement effect is dominant in chromatin movement on the
time scale ≥ 20 s in eight-cell stage or later. Interestingly,
the eight-cell stage of the C. elegans embryo is when the
nucleoli and other chromatin structures start to appear [4,5],
and when the major transcription from zygotic genome
starts [53]. We speculate that the start of entangled
dynamics of chromatin polymer induced by the physical
constraint of nuclear size triggers the massive reorganiza-
tion of the nucleus leading to the change in nuclear
activities.

PHYSICAL REVIEW LETTERS 128, 178101 (2022)

178101-4



The apparent success of simple modeling based on
polymer physics concept likely reflects a primitive, uniform
chromatin structure in the early C. elegans embryo. It is
interesting to examine the chromatin dynamics in embryos
of different species. Similar models may apply to chromatin
in undifferentiated cells such as stem cells. Moreover, the
applicability of our model may provide a useful index
reflecting the differentiation status of chromatin.
Finally, from methodological viewpoint, we propose a

general workflow to analyze chromatin mobility in living
cells. We evaluated the contribution of the nuclear move-
ment by two-point correlation tracking (Fig. S2 in
Ref. [24]). We developed a method to estimate the intrinsic
MSD of chromatin excluding the effect of the nuclear
movement (Fig. S3 in Ref. [24]). By normalizing MSD and
time with an estimated mesh size ξ and the corresponding
timescale τξ, we found the transition from the unentangled
to the entangled dynamics [Fig. 3(c)]. Fitting of the scaling
plot allowed us to formulate the mobility and estimate the
relevant parameters [Eq. (7)]. We expect that our analyses
workflow has versatile applicability to the quantification of
intrinsic chromatin mobility in living cells.
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