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We exploit the effect of light-induced atomic desorption to produce high atomic densities (n ≫ k3) in a
rubidium vapor cell. An intense off-resonant laser is pulsed for roughly one nanosecond on a micrometer-
sized sapphire-coated cell, which results in the desorption of atomic clouds from both internal surfaces. We
probe the transient atomic density evolution by time-resolved absorption spectroscopy. With a temporal
resolution of ≈ 1 ns, we measure the broadening and line shift of the atomic resonances. Both broadening
and line shift are attributed to dipole-dipole interactions. This fast switching of the atomic density and
dipolar interactions could be the basis for future quantum devices based on the excitation blockade.
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The effect of dipole-dipole interactions in optical media
becomes important when the density n is significantly
larger than the wave number cubed k3 of the interaction
light field. Entering this regime leads to interesting non-
linear effects such as an excitation blockade [1], non-
classical photon scattering [2], self-broadening (collisional
broadening) [3], and the collective Lamb shift [4,5].
Dipole-dipole interactions are observable in steady-state

experiments performed in thin alkali vapor cells [6–8],
where the cells are heated to temperatures above 300 °C.
Dipolar broadening effects were previously observed to be
independent of the system geometry, while the line shift
depends on the dimensionality of the system, as inves-
tigated in a 2D model [8,9]. It is however not straightfor-
ward to prepare high densities with alkali vapors [10].
One technique to increase the atomic density is light-

induced atomic desorption (LIAD) [11–16] or light-acti-
vated dispensers [17]. LIAD is commonly used for loading
magneto-optical traps [18–20] and has been studied in
confined geometries like photonic-band gap fibers [21,22]
or porous samples [23]. However, the application of pulsed
LIAD for fast switching of dipole-dipole interactions is so
far unexplored.
In our pulsed LIAD setup, we can switch the atomic

density in the nanosecond domain, which allows one to
study the dipole-dipole interaction on a timescale faster
than the natural atomic lifetime. This fast density switching
has been already used in our group to realize an on-demand
room-temperature single-photon source based on the
Rydberg blockade [24]. In this Letter, we study the dipolar
interaction for the two transitions D1: 5S1=2 → 5P1=2 and

D2: 5S1=2 → 5P3=2 of rubidium with different transition
dipole moments.
We first describe our LIAD measurement results in a

thicker part of the cell [cell thickness L ¼ 6.24ð7Þ μm] at a
low density (nk−3 ≈ 1). This measurement is used as the
basis to set up a model for the velocity and density
distribution of the desorbed atoms. Then, we focus on a
thinner part of the cell [L ¼ 0.78ð2Þ μm], where we can
study transient density-dependent dipolar interactions at a
high density (up to nk−3 ≈ 100). To this end, we compare
two transitions (D1 and D2 transition of rubidium) with
different transition dipole moments to investigate their
influences on the dipole-dipole interaction in a quasi-2D
geometry (L ≈ λprobe).
We use a self-made,wedge-shaped,micrometer-sized cell

with an attached reservoir tube filled with rubidium (72%
85Rb, 28% 87Rb), shown in Fig. 1(b). By heating the cell
independently from the reservoir, we can produce a certain
rubidium coverage on the cell walls and a vapor pressure in
the cell with a comparably small background density n ≈
1014 cm−3 (reservoir temperature Tres ≈ 180 °C). In our
setup, the pulsed LIAD laser and the probe laser are aligned
collinearly in front of the cell [Fig. 1(a)]. The pulsed LIAD
laser at 532 nmhas a pulse length of 1.1(1) ns (FWHM)and a
repetition rate of 50 kHz. This off-resonant pulse leads to the
desorption of rubidium atoms bound to the sapphire-coated
glass surface. The amount of desorbed atoms depends on the
peak intensity I of the LIAD pulse. We probe the desorbed
atoms at 795 nm (D1 transition of Rb) or 780 nm (D2

transition of Rb). Both probe lasers have an intensity well
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below the resonant D2 saturation intensity Iprobe <
0.01Isat;D2

. The measured Gaussian beam waist radius
(1=e2) of the probe laser is wprobe ¼ 2.0ð2Þ μm, while the
LIAD laser has a waist radius of wLIAD ¼ 13.7ð1Þ μm. We
measure the transmitted photons with a single-photon
countingmodule, which is read out by a time tagger module.
Our wedge-shaped cell has a point of contact of the cell
walls, which can be seen in Fig. 1(b) as a dark circle. To the
right of this point lies the probe region where the cell is less
than 10 μm thick. The local cell thickness can be directly
determined interferometrically by counting Newton’s rings.
During the measurement, the probe laser is scanned over

theD1 orD2 transition at a slow frequency of 11 Hz. At the
same time, the LIAD laser sends pulses with a high
repetition rate (50 kHz) into the cell. We take full scans
of the probe detuning δ at different times t after the LIAD
pulse (see Supplemental Material [25]). The time-resolved
transmission Tðt; δÞ of the probe laser is used to calculate
the change of the optical depth ΔOD. For every detuning,
the transmission before the LIAD pulse is used as the
background signal T0ðt < 0; δÞ, which is used to calculate
ΔODðt; δÞ ¼ ln ðT0=TÞ. Thereby the optical depth caused
by the background vapor pressure is subtracted. A map of
the time- and detuning-resolvedΔOD is shown in Fig. 2(a).

At t ¼ 0 ns the LIAD pulse hits the cell and increases the
optical depth. The time resolution of the measurements is
limited by the time jitter of the LIAD pulse (500 ps) and the
single-photon counting module (350 ps).
First, we focus on a thicker part of the cell [L ¼

6.24ð7Þ μm], where we measure a time- and detuning-
resolved ΔOD map of the 85Rb Fg ¼ 2 transition of the D2

line [Fig. 2(a)]. The transition is defined by the total angular
quantum number Fg of the ground state g, while the total
hyperfine splitting δhfs of the excited state cannot be
resolved due to transient and Doppler broadening. The
atoms moving in the laser propagation direction, originat-
ing from the entry facet of the cell, are probed at blue
detunings δ > 0. A second group of atoms, originating
from the exit facet, is visible and probed at red detunings
δ < 0. The signal is higher for the atoms moving in the
laser propagation direction. This asymmetry is not antici-
pated, but might originate from differences in the surface
properties as it was observed in other experiments, i.e.,
depending on the coating [21]. We checked this hypothesis
by rotating the cell by 180°, which led to a roughly inverted
asymmetry. The darker region around zero detuning shows
that fewer atoms with low z velocity are desorbed. In total,
we measure two atom clouds moving toward the opposite
cell walls. The high ΔOD value in the first nanoseconds is
caused by a high atomic density and decreases over time.
The ΔOD signal equilibrates to zero before the next LIAD
pulse arrives. The dashed green lines indicate the time-of-
flight curves, after which the atoms with a certain detun-
ing hit the other cell wall according to TOFðδÞ ¼
Lk=jδj, with δ ¼ k · v� δhfs=2 ¼ kvz � δhfs=2, respecting
the hyperfine splitting of the excited state. There, k is the
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FIG. 1. (a) Illustration of the LIAD process. A green laser pulse
(LIAD pulse) desorbs rubidium (Rb) atoms, which are adsorbed
on the inner, sapphire-coated surface of the glass cell. The
desorbed atoms are emitted with a certain velocity distribution
into the cell volume from both sides of the cell, where they are
probed with a red laser (probe laser). (b) Photo of the wedge-
shaped micrometer-sized cell with interference fringes (Newton’s
rings). The cell thickness in the probe region is determined
interferometrically and ranges from 0.78(2) to 6.24ð7Þ μm from
left to right.
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FIG. 2. (a) MeasuredΔODmap of the 85Rb Fg ¼ 2 transition of
the D2 line. After the atoms, depending on their detuning (z
velocity), hit the other cell wall the signal decreases. The TOFðδÞ
is shown with two dashed green lines. The intensity I is the
peak intensity of the LIAD pulse. The cell thickness is L ¼
6.24ð7Þ μm, and the reservoir temperature is Tres ≈ 140 °C.
(b) Simulated ΔOD map of desorbed atoms. The simulation
parameters are adapted to the measurement. The TOFðδÞ curves
(dashed green lines) are plotted, too. The indicated np is the peak
density at 2 ns.
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wave vector of the probe beam, which is parallel to the
z axis, k ¼ jkj is the wave number of the probe beam, v is
the velocity of the atom, and vz is the z component of the
velocity. We observe distinct signal wings beyond the
respective time-of-flight curves indicating potential re-
emission of atoms after arriving at the opposite cell wall.
Using this measurement as a reference, we develop a

kinematic model and run a Monte Carlo simulation of
atoms flying through a cell and interacting with the probe
laser (see Supplemental Material [25]). The idea is to model
the velocity distribution of desorbed atoms and to estimate
the local density during the simulation.
In the model, the local and temporal desorption-

rate scales linearly with the intensity of the LIAD pulse.
For the velocity distribution, we assume fðv;φ; θÞ ¼
½4=ð ffiffiffi

π
p

a3Þv2 exp ð−v2=a2Þ� cosðθÞ with the parameter a
and the speed v ¼ jvj. The azimuthal angle φ is uniformly
distributed, while the polar angle θ is distributed according
to the cosðθÞ-Knudsen law [31]. This simple distribution
leads to a good qualitative agreement between measure-
ment [Fig. 2(a)] and simulation [Fig. 2(b)]. We also assume
that the atoms are desorbed only during the LIAD pulse and
that there is no thermal desorption after the pulse, which is
in good agreement with our measurement. Since no other
mechanism (i.e., through natural or transit broadening,
which are also included in the model) reproduces the signal
wings beyond the time-of-flight curves (dashed green lines
in Fig. 2), they might occur because of re-emissions from
the surfaces after bombardment with the initial atom
clouds. To get better agreement, an instant re-emission
probability of 84% is included in the kinematic model.
The remaining discrepancies between measurement

and simulation can originate from an inadequate velo-
city distribution model, intricate re-emission properties,
additional decay mechanisms, the neglected Gaussian
intensity distribution of the probe beam, and the use of
the steady-state cross section of the atoms at all the
times. Nevertheless, with the overall acceptable agreement
between measurement and simulation we obtain a time- and
z-dependent simulated local density, which shows that the
desorbed atoms are initially in two flat, “pancakelike”
clouds with an initial thickness well below the wavelength
of the probe laser, rendering this into a 2D geometry (see
Supplemental Material [25]).
To investigate high-density regimes, we use a thinner

part of the cell, as the background optical depth and the
detection limit of the single-photon counting module are
limiting the measurement in the thicker part of the cell.
We perform measurements at a cell thickness of L ¼
0.78ð2Þ μm at low and high atomic densities using the
D2 transition as shown in Figs. 3(a) and 3(b), respectively.
Our measurements are in a regime where the total number
of desorbed atoms per pulse monotonically increases with
the peak intensity of the LIAD pulse (see Supplemental
Material [25]). The low-density measurement corresponds

to a peak intensity of I ¼ 2.6ð3Þ MWcm−2, while the high-
density case corresponds to I ¼ 211ð21Þ MWcm−2.
There is a broadening and line shift of the D2 hyperfine

transitions present in Fig. 3(b), which we attribute to
density-dependent dipole-dipole interactions. The four
peaks correspond to the ground state hyperfine splitting
of the two isotopes of rubidium, contributing to the signal,
while the hyperfine splitting of the excited state cannot be
resolved. The density-dependent self-broadening [3,6] in
the steady-state regime was predicted to be

Γself ¼ βin ¼ 2

3ℏϵ0

ffiffiffiffiffi
gg
ge

r
d2Jn; ð1Þ

where βi is the self-broadening coefficient, i enumerates the
D1 or D2 transition, ℏ is the reduced Planck constant, ϵ0 is
the vacuum permittivity, gg and ge are the multiplicities
(depending on the quantum number J) of the ground and
excited state respectively, dJ is the total reduced dipole
matrix element, and n is the atomic density. In the high-
density regime in Fig. 3(b) we observe a self-broadening of
Γself ≈ 590Γ0 at t ¼ 2 ns, where Γ0 ≈ 2π × 6.07 MHz [32]
is the natural decay rate of the D2 transition.
Similarly, we compare the line shift, observed in our

measurements, to the steady-state dipole-dipole shift [5,7],
which was predicted to be

Δdd ¼ −jΔLLj þ
3

4
jΔLLj

�
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FIG. 3. Measurements of the time- and detuning-resolved ΔOD
for low density (a) and high density (b) at the D2 transition.
There is a broadening and line shift of the spectrum in the first
few nanoseconds for the high-density case. The measured
broadening is mainly attributed to the density-dependent self-
broadening (Γself ). The line shift occurs due to the dipole-dipole
shift (Δdd, more visible in the slices presented in the Supple-
mental Material [25]). The four green markers indicate the
ground-state hyperfine splitting of the two isotopes of rubidium,
respectively. The intensities I are the peak intensities of the
LIAD pulse, the cell thickness is L ¼ 0.78ð2Þ μm, and the
reservoir temperature is Tres ≈ 180 °C.
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with ΔLL being the Lorentz-Lorenz shift and L being the
cloud thickness. This thickness dependency is a cavity-
induced correction, also known as the collective Lamb
shift. The Lorentz-Lorenz shift [5,7], in turn, is density
dependent and can be written as

ΔLL ¼ −
1

3ℏϵ0
d2Jn: ð3Þ

As our cell thickness is L ≈ λ, the second term of the
dipole-dipole shift has a significant effect on the line shift
and reduces the dipole-dipole effect to Δdd ≈ − 1

4
jΔLLj.

In the high-density measurement in Fig. 3(b) this corres-
ponds to a value of Δdd ≈ −80Γ0 (redshift) at t ¼ 2 ns.
Additionally, we can observe that the transient density-
dependent effects occur on a timescale of a few nano-
seconds, which is faster than the natural lifetime of the D2

transition (26.2 ns) [32].
To further investigate the dipole-dipole origin of the

observed interaction, we compare the transient evolution of
the self-broadening and line shift at the D1 and D2

transition of rubidium. We fit both measured data with a
steady-state electric susceptibility model at each time step,
using the software ELECSUS [33]. The fits to the individual
time-resolved spectra show a < 6% overall normalized
root-mean-square deviation and result in the self-broad-
ening and line shift shown in Figs. 4(a) and 4(b), respec-
tively. Note that in the first 2 ns we cannot properly fit the
data to this model, so we exclude these data points. The
error bars represent the 1σ standard fit error (see
Supplemental Material [25]). If we assume that the self-
broadening and the line shift, according to the aforemen-
tioned steady-state equations, linearly depend on the
density, we can calculate a peak density on the order of
1016 cm−3 using Eqs. (1) and (2).
There is an apparent difference of the self-broadening

and line shift between the two transitions of rubidium,
which can be attributed to different transition dipole matrix
elements dJ. While it is not possible to conclusively deduce
any precise value for dJ from our data, we calculate ratios
between the D1 and D2 broadening and shift for otherwise
identical measurements, which are shown in Figs. 4(a) and
4(b) on the right vertical axis. These values approach the
ratios

ffiffiffiffiffiffiffiffi
1=2

p
d2J;D2

=d2J;D1
and d2J;D2

=d2J;D1
emerging from

Eq. (1) and Eq. (2), respectively, for large t as indicated by
the black triangles. Deviations during the first ≈ 10 ns in
the case of the self-broadening likely originate from limited
accuracy of the fits with signal wings not captured with the
scanned detuning range, asymmetries in the spectral
profiles similar to what was reported in Ref. [8], or
asymmetries from both hyperfine splitting and velocity
distribution (see Fig. S4, Supplemental Material [25]). In
contrast, the measured line shift is always much smaller
than the scan range while almost vanishing for t > 8 ns
such that the error bars are larger than the values

themselves. Such systematic uncertainties are not properly
captured by the standard errors as derived from the
employed fitting algorithms.
In conclusion, we implemented a pulsed LIAD method

to switch atom densities from 1014 cm−3 to more than
1016 cm−3 on a nanosecond timescale in a micrometer-
sized cell. At high densities with nk−3 ≈ 100 we are able to
study the dipole-dipole induced self-broadening and
Lorentz-Lorenz shift. Our measurements show that the
interaction builds up faster than 2 ns, a timescale much
shorter than the natural lifetime. The scaling between the
D1 and D2 transition in the measurement supports the
assumption that we observed dipolar effects in good
agreement with the established theory. Overall, we do
not see significant transient internal dynamics other than
the one induced by the density change itself, since the
motional dephasing is the fastest timescale equilibrating the
shift and broadening of the many-body dynamics with
dipolar interactions within ≈ 1 ns. With a better temporal
resolution (e.g., with superconducting single-photon detec-
tors) and shorter desorption pulses, it will be possible to
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FIG. 4. (a) Time-dependent self-broadening Γself of the Rb
spectra for the D1 (yellow data) and D2 (purple data) transition.
The experiments are performed under identical conditions, except
the probe laser wavelength. The ratio (green data) of the self-
broadening of the two transitions approaches the theoretical
steady-state ratio for large t (black triangle). Vertical error bars for
t < 8 ns are likely underestimated due to a systematic effect, and
horizontal precision is bandwidth limited by jitter. (b) Time-
dependent line shift Δdd of the D1 and D2 transition. The ratio of
the line shift, which is close to the theoretical value, has an
increasing error for increasing time, and therefore the last three
data points were omitted. The peak intensity of the LIAD pulse is
I ¼ 317ð32Þ MWcm−2. The cell thickness is L ¼ 0.78ð2Þ μm,
and the reservoir temperature is Tres ≈ 180 °C.
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study the behavior of the transient dipole-dipole interaction
in the first 2 ns, a regime which was not accessible in this
Letter. The switching of the atomic medium by LIAD can
be used with integrated photonic structures [34,35], e.g., to
realize large optical nonlinearities at a GHz bandwidth for
switchable beam splitters, routers, and nonlinear quantum
optics based on the excitation blockade.

The supporting data for this article are openly available
from [25] and [36]. Additional data (e.g., raw data of the
time tagger) are available on reasonable request.
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