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We present a joint experimental-theoretical study on the effect of the carrier-envelope phase (CEP) of a
few-cycle pulse on the atomic excitation process. We focus on the excitation rates of argon at intensities in
the transition between the multiphoton and tunneling regimes. Through numerical simulations, we show
that the resulting bound-state population is highly sensitive to both the intensity and the CEP. The
experimental data clearly agree with the theoretical prediction, and the results encourage the use of
precisely tailored laser fields to coherently control the strong-field excitation process. We find a markedly
different behavior for the CEP-dependent bound-state population at low and high intensities with a clear
boundary, which we attribute to the transition from the multiphoton to the tunneling regime
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High-intensity lasers provide access to highly excited
bound states that have a variety of applications. For
example, excited states that decay directly to the ground
state produce coherent EUV light through below-threshold
harmonic (BTH) generation [1,2], and in noble gases long-
lived metastable states may be populated, either directly or
through cascade decay of higher states [3,4]. This offers an
alternative excitation pathway for a variety of applications
[5–9]. In this commonly referred to “strong-field regime,”
excitation mechanisms are typically explained using either
the multiphoton (MP) or tunneling picture, with the
Keldysh parameter γ [10] providing a measure for which
one is most appropriate. In the MP regime (γ ≫ 1), an
excited state can be reached via the absorption of multiple
photons whose energy add up. In the tunneling regime
(γ < 1), excitation is the result of recapturing tunneled
electrons, a process usually referred to as frustrated tunnel
ionization [3]. In the intermediate regime (γ ≈ 1), there is a
rich variety of physics, as there are contributions from both
MP and tunneling effects.
For few-cycle pulses, the carrier-envelope phase (CEP)

becomes an important parameter for controlling inter-
actions; for example, the CEP has been shown to play a
crucial role in processes such as high-harmonic generation
[11], above-threshold ionization [12], generation of atto-
second pulses [13,14], coherent control of molecular
dynamics [15,16], and control of BTH [17,18]. Because
excitation is described very differently in the MP and
tunneling regimes, it is expected that the effect of changing
the CEP will manifest differently depending on the

intensity. There are only a few studies to date that have
explored how the CEP affects the final bound-state pop-
ulations, particularly in the tunneling regime. The CEP can
potentially be used to control populations or serve as a clear
marker for the changing dynamics of the interaction from
MP absorption to tunneling ionization plus recapture.
In this Letter, we analyze the effect of the CEP on strong-

field excitation. We experimentally investigate excitation
rates of argon as a function of CEP in the tunneling regime,
where we find good agreement between our experimental
data and numerical results based on the time-dependent
Schrödinger equation (TDSE). We show that the bound-
state population strongly depends on the CEP, especially in
the tunneling regime where both the distribution of popu-
lated states and the total excitation rates are highly sensitive
to the CEP. The TDSE results show that at lower laser
intensities, intermediate between the MP and tunneling
regimes, a remarkable change occurs in the dependence of
the final bound-state populations on the CEP. The change in
behavior indicates the transition of the dynamics from MP
excitation to recaptured tunneling.
Excitation of atoms or molecules in the strong-field

regime is unique. The laser field is comparable to the field
strength between the outer electron(s) and the nucleus, and
there are many different excitation pathways to a complex
manifold of excited states. Furthermore, the energy levels
are strongly modified due to the ac Stark shift, and the
excitation probability to a particular target state will depend
strongly on the intensity of the laser field [19–21].
Regularly spaced enhancements exist that depend on the
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peak laser intensity [4,22–26]. In the MP picture, these
enhancements occur when the ac Stark-shifted ionization
threshold crosses the energy level of an integer numberN of
absorbed photons, known as channel closings [27,28].
Consequently, high-energyRydberg states come into resona-
nce at regularly spaced intensity intervals with ΔUPðIÞ ¼
ω, where UP ¼ I=4ω2 is the ponderomotive energy of the
electron, I is the laser intensity, and ω is the laser frequency.
(Unless indicated otherwise, we use atomic units through-
out.) At higher intensities, where tunnel ionization domi-
nates, excitation is more commonly described in the time
domain.Here, enhancements in excitation rates are a result of
constructive interference between electron wave packets
emitted at subsequent field-cycle maxima, which are recap-
tured into the same quantum state [26,29]. In the strong-field
approximation for sufficiently long pulses, electrons born
one period T apart are launched in the same direction, and
their subsequent dynamics are very similar. Their contri-
butions to a particular state, however, differ by a phase
Δθ ¼ TðUP þ IP þ EnlÞ. This leads to the condition for
constructive interference as

mω ¼ IP þ Enl þ UP; ð1Þ

wherem is a real integer,Enl is the field-free energy of the nl
orbital, and IP is the static ionization potential. This closely
resembles the condition in the MP regime with the same
intensity interval between successive enhancements.
We have previously shown that enhancements are

broadened for CEP-averaged few-cycle pulses [4]. In the
MP picture, many resonance pathways exist, and, thus, an
individual state may be reached through absorption of
photons from any part of the frequency spectrum. Each
pathway can be made up of a unique N that typically obeys
the dipole selection rules [24,25,30–32]. If we consider the
contribution due to nondipole transitions [33], it does not
change the conclusions here, since the nondipole effect is
negligibly small. The overall transition amplitude to a
particular state is the coherent sum of the contributions
from each pathway. In this picture, the CEP should have an
effect only for off-resonance excitation [34–37].
In the tunneling picture, the CEP significantly alters the

time dependence of the electric field. Consequently, the
dynamics of electrons born at subsequent field-cycle
maxima are no longer similar. In this case, the electron
wave packets are born at different UP, dependent on the
CEP, and the condition for constructive interference given
by Eq. (1) needs to be modified accordingly. Hence, the
energy of the final state where constructive interference
occurs will be modified, and it is expected that modifying
the CEP, in turn, modifies the relative populations of the
resulting bound states. This has been demonstrated indi-
rectly through BTH [1,17,18] but has yet to be shown
directly either experimentally or theoretically.

In our Letter, we measure excitation yields of argon
resulting from the interaction with CEP-stabilized few-
cycle laser pulses at peak intensities of 275 and
295 TW=cm2. The experimental procedure and detection
methods are described in Ref. [4]. Briefly, CEP-stabilized
laser pulses are obtained from a commercial laser system
(Femto Power Pro CE-Phase) with a pulse duration of
∼6 fs (FWHM) centered at 800 nm. A commercial f − 2f
interferometer (Menlo APS800) located close to the inter-
action region is integrated to compensate long-term drifts
and measure the stability of the locking system. The CEP is
locked to a fixed (though arbitrary, i.e., not absolutely
known) value, while the relative shift is controlled by
translation of a fused-silica wedge (1 mm ≈ 1.25 rad phase
shift). To quantify excitation rates after interaction with
the laser, we measure the yields of excited atoms (Ar�)
surviving a 0.15–0.6 ms flight time to a microchannel plate
detector. Simultaneously, we detect ionization yields (Arþ)
using a time-of-flight apparatus to distinguish charged and
neutral particles. The measured yield of (Ar�) is expected to
beproportional to the total yield summedover alln and l [38].
Two results of these measurements together with numeri-

cal simulations are shown in Fig. 1. Because the measure-
ment requires that the experimental parameters remain
stable, we are restricted to high intensities where the
integration times are small enough to maintain a stable
CEP lock. At peak intensities below ∼250 TW=cm2, long-
term instability of the laser intensity dominates, and we are
unable to resolve a CEP effect. We observe the ratio of
Ar�=Arþ, as this removes experimental systematics such as
the density of the atomic beam, which has a small but
significant fluctuation. In both experiments, a clear modu-
lation in the yields is observed with a similar level of
modulation on the order of 5% and a period of π, as
required by symmetry of the excitation process.
The comparison of the experimental measurements and

the TDSE predictions (solid lines) shows very good agree-
ment and gives us confidence that the numerical results are
a good representation of the interaction process. The
experimentally measured yields are affected by intensity-
volume averaging (VA) and CEP fluctuations, and the
numerical results have been processed to account for these.

FIG. 1. Comparison of the experimentally measured ratio of
excitation yields to ionization yields and the volume-averaged
TDSE results for two datasets. The absolute phase (unknown; see
the text) and normalized yield obtained in the experiment were
shifted to best fit theory.
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(See Supplemental Material [39] for details, which includes
Ref. [40].) The details of the calculations have been
described elsewhere [4]. Briefly, they are based on solving
the TDSE in the single-active-electron approximation by
splitting the wave function into an inner and outer region.
The outer wave function is projected onto momentum
space, and the total ionization probabilities are obtained by
integrating the electron momentum distribution over the
entire momentum space. Quantum-state populations up to
n ¼ 30, l ¼ 29 are found by projecting the inner-region
wave function on the field-free atomic excited states. The
total excitation probability PðAr�Þ is obtained by summing
up all these populations.
We use the TDSE results to extend our study to lower

intensities and compare the bound-state populations in the
transition between the MP and tunneling regimes where we
observe a clear change in behavior. Our previous work [4],
which measured the bound-state yields over a broad
intensity range, demonstrates that our theory is valid at
the intensities investigated here. Figure 2(a) compares the
total excitation probability for a cosine and sine pulse
(CEP ¼ 0 and 0.5π, respectively). At low intensity, the
excitation probability for the sine pulse maximizes at a
slightly lower intensity (in each channel-closing cycle) than
for the cosine pulse. A clear change in this behavior occurs
at ∼125 TW=cm2 (γ ∼ 1), where the order in which the

peaks are observed is flipped and the intensity separation
between them is increased to the point where the two curves
become almost completely out of phase. This is clearly
shown in the plot by the relative phase difference of the
oscillations, Δσ, which exhibits a sharp change starting at
∼100 TW=cm2 and eventually experiences a shift of close
to 2π=3. (See Supplemental Material [39] for details.) The
clear modification in behavior in this region indicates the
changing dynamics from the multiphoton to the tunneling
regime. In the MP regime, the sine pulse leading the cosine
pulse is consistent with observations of CEP effects using
few-cycle rf pulses [41] and is due to the interference
between different MP pathways. In the tunneling regime,
the ponderomotive potential at the maximum of the field
cycle is larger for the cosine pulse. Hence, the condition for
constructive interference given in Eq. (1) is reached at a
lower intensity compared to the sine pulse, and the cosine
pulse is observed to lead the sine pulse. Because we already
observe a difference in the ratio Ar�=Arþ experimentally
for sine and cosine pulses, albeit at a fixed intensity, we
expect these oscillations to survive VA.
At the same intensity where the relative phase change is

observed, we also notice an increase in the modulation
depth when changing the CEP. Figure 2(b) shows the
excitation probabilities for each intensity scaled to the
maximum excitation probability at that intensity for all
CEPs. Similar patterns repeat at a period close to that of the
channel closings, and this pattern continues from the low-
intensity to the high-intensity regime, where the conditions
for both channel closings and the quantum trajectory model
used to derive Eq. (1) explain this periodicity. It is clear that
the sensitivity of the bound-state populations to the CEP is
dependent on the intensity. Below the 15-photon channel
closing (∼125 TW=cm2, γ ∼ 1), the change in total exci-
tation probability as a function of the CEP is approximately
20%. At higher intensities, there is a steplike increase to
>40% in successive channels.
The distribution of l states after excitation has been

studied previously both semiclassically [31] and quantum
mechanically [24,25,29,30]. In the MP picture, excitation
follows the dipole selection rules and for an argon atom,
absorption of an even (odd) number of photons will
preferentially populate odd (even) l’s, which is referred
to as odd (even) parity. A change in parity between odd and
even is indicative of an additional absorbed photon.
Previously, we showed that the parity effect is observed
for CEP-averaged pulses [4]. Here, we investigate whether
this is true for both sine and cosine pulses. The distribution
of l states due to excitation from a cosine pulse is shown in
Fig. 3(a) and a sine pulse in Fig. 3(b). Figure 3(c) shows the
sum of the excitation probability over all odd and even l
states. At low intensity, the parity effect is observed for both
CEPs with excitation to odd (even) l occurring when an
even (odd) number of photons are absorbed, consistent with
the expectation from the MP model [31,42].

FIG. 2. (a) Total excitation probabilities from TDSE calcula-
tions as a function of intensity for a cosine and sine few-cycle
pulse. The dashed line (referring to the right y scale) shows the
relative phase difference of the observed oscillations. (b) Excita-
tion probabilities as a function of CEP and intensity normalized to
their respective maximum at each intensity. The dotted white
lines correspond to lineouts shown in Fig. 4. The black dashed
lines mark the 13- to 22-photon channel closings, and the shaded
regions correspond to odd-photon absorption channels. No
volume averaging was performed.
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For cosine pulses, we observe parity at all intensities
investigated, with excitation to odd and even l’s at
successive n-photon absorption channels. However, for
sine pulses at intensities beyond γ ∼ 1, we show a clear loss
of the parity effect. The population is spread across a range
of quantum states with odd and even l’s populated in each
n-photon absorption channel. Venzke et al. [42] previously
showed that the parity effect can break down with few-
cycle pulses, where it was proposed to be a consequence of
the bandwidth of the pulse. However, here we show that
parity is observed in the low-intensity regime but depends
on the CEP at higher intensities. The fact that parity is
observed for a few-cycle cosine pulse suggests that the
bandwidth of the pulse is not directly responsible for the
loss of the parity effect. Thus, we attribute our observation
to the breakdown of inversion symmetry of the electric field
for a sine and cosine pulse. This is indicative of a transition
in the excitation mechanism from the MP to the tunneling
regime, since the spatial symmetry of the electric field
should matter only in the tunneling-plus-recapturing exci-
tation model.
Based on quantum defect theory [43–45], the photo-

excitation and photoionization processes can be treated in a
unified way in the perturbative limit. Recently, Gao and
Tong [46] showed that such a relation still exists even in a
nonperturbative regime. Figure 4 shows the normalized
photoelectron spectra across the ionization threshold (neg-
ative energy stands for excitation) at 80 and 295 TW=cm2,
which lie before and far after the stepwise increase in

modulation, respectively. We illustrate two CEPs that
correspond to the minimum and maximum excitation
yields. The lower intensity of 80 TW=cm2 lies close to
the 13-photon resonance to the 5g state. At this intensity,
excitation to the 5g state and also to high-lying states near
the continuum dominates the relative population. As the
CEP is varied from 0 to 0.6π, there is a smooth change in
the total number of bound-state electrons with a modulation
depth of ∼15%. When the total population is increased, the
population of the 5g state is reduced. The change we
observe in the structure of the bound-state spectrum is less
significant in the low-energy photoelectron spectrum, as
shown in the inset in Fig. 4(a).
In contrast, at 295 TW=cm2 there is a drastic change of

the bound-state spectrum and also the continuum peak
structure when the CEP is varied. At this high intensity,
both the structure and the positions of the peaks are
significantly modified with the CEP, accounting for the
high sensitivity in bound-state populations observed in
Fig. 2(b). The populations of individual states are observed
to be extremely CEP sensitive, with the population of the 5g
state fluctuating from a maximum to effectively zero with
changing CEP. However, comparing the CEP dependence
at both intensities, one similarity is observed. It appears that
maximum excitation occurs at a CEP that facilitates the
transfer of near-zero momentum photoelectrons below the
ionization threshold, resulting in a reduced number of
small-momentum photoelectrons.
In conclusion, we experimentally demonstrated that

bound-state populations are modified depending on the

FIG. 3. (a) Normalized probability for excitation to different l
states for a CEP ¼ 0 (cosine) pulse. (b) As in (a) but for a CEP ¼
0.5π (sine) pulse. (c) Normalized probability for excitation to the
sum of states with odd l (thick solid lines) and even l (thin dashed
lines). The white dashed lines mark the 13- to 22-photon channel
closings, and the shaded regions correspond to odd-photon
absorption channels. No volume averaging was performed.

FIG. 4. Normalized excitation and ionization spectra for select
CEPs at peak intensities of (a) 80 and (b) 295 TW=cm2. The
dashed line marks the shifted ionization potential, and the dotted
lines mark the principal excited states. No volume averaging was
performed.
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CEP of the driving laser pulse. This serves as a proof of
principle that bound-state populations can be controlled
through precisely engineered pulses. We hope that our
findings will encourage the use of other means such as
two-color fields, which can be used for precisely controlling
the electric field [47]. With such fields, it should be possible
to coherently control bound-state populations in the same
manner as via theCEP.We also predict that theCEP provides
a unique method to explore the boundary between the MP
and the tunneling regimes. Not only does the level of
modulation of the excited-state populations increase in the
tunneling regime, butwe alsoobservemore subtle effects: the
change in relative phase of the peak structure in the intensity
dependence and the loss of the parity effect for sine pulses.
Both of these phenomena warrant further investigation with
alternative experimental methods.
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