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We propose a multimeasurement estimation protocol for quantum nondemolition (QND) measurements
in a Rabi clock interferometer. The method is well suited for current state-of-the-art optical lattice clocks
with QND measurement capabilities. The protocol exploits the correlations between multiple non-
destructive measurements of the initially prepared coherent spin state. A suitable Gaussian estimator for the
clock laser detuning is presented, and an analytic expression for the sensitivity of the protocol is derived.
We use this analytic expression to optimize the protocol using available experimental parameters, achieving
an improvement of 7.9 dB with respect to the standard quantum limit in terms of clock stability. We also

discuss the measurement back-action effects of our protocol into the atomic state.
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Optical lattice clocks (OLCs) use ultranarrow (mHz)
transition lines in neutral atoms as absolute frequency
references and have demonstrated fractional frequency
instability below 107!8 [1,2], enabling new applications
and fundamental studies in physics [3-6]. The Dick effect
(DE), i.e., the sampling of the local oscillator frequency noise
by the clock interrogation sequence, remains a main con-
tributor to the instability of OLCs [7]. However, with the
observation of second-scale atomic coherence times [1,8],
and with the design of measurement sequences [2,9-12] able
to evade the DE, OLC short-term instability, i.e., for
integration time for which readout noise or DE contributes
more than residual fluctuations of systematic effects, may
soon be dominated by quantum projection noise (QPN). At
that point, the instability of OLCs can be further reduced
using techniques from quantum optics and cavity quantum
electrodynamics (CQED) [13,14].

Quantum nondemolition (QND) measurements of atomic
spin [15], which produce spin squeezing [16—19], can reduce
QPN as part of back-action evading measurement protocols
[20-23], permit reuse of the spin ensemble to reduce dead
time and the DE [12], and are compatible with more
sophisticated strategies to evade the DE using multiple
ensembles and synchronous measurements [2,9-11] and
improve phase locking of the local oscillator [24-26].
Their efficacy is greatly enhanced using CQED methods
[27,28] especially when optical lattice and cavity modes are
structured to produce uniform coupling [19]. Existing and
in-development OLCs incorporate optical cavities for
cavity-enhanced nondestructive measurement [29-31] and
multimode probing to achieve uniform coupling [31],
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making them very attractive systems for quantum noise
reduction.

Paradigmatic = QND-based enhancement protocols
[17,32-34] detect a population difference, e.g., the pseu-
dospin component J, = (NT —N|)/2, where NT and N,
are clock transition level populations. Such protocols have
been successfully implemented in microwave clocks
[19,25,27,28,35], but are not directly applicable to the
OLC scenario, where only the ground state population N ]
is readily available to dispersive measurement [12,31,36]
(see, however, Meiser et al. [37] for a proposal for differ-
ential population QND via far-off-resonance probing).
Spin-squeezing generated on a microwave transition
has also been transferred coherently to an optical clock
transition [38].

Here we propose a novel protocol that uses multiple
QND measurements of the ground state population N ), of
the clock transition to overcome the QPN and reduce the
noise of laser detuning estimates obtained in Rabi spec-
troscopy. The method is thus directly applicable to state-of-
the-art OLCs as presently employed. We describe the
quantum and classical statistics of atoms and probe light
to the second order, to obtain analytic results and opti-
mization under several scenarios within the Gaussian
approximation. For realistic QND detection parameters
in current OLCs, we predict the generation of squeezed
states and a metrological improvement of 7.9 dB relative to
the best possible frequency stability with projective
measurements.

Definition of the problem.—As illustrated in Fig. 1, we
consider an ensemble of N three-level systems, in which
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FIG. 1. (a) Bloch-sphere representation of protocols. Upper
panel: reference Rabi sequence used in state-of-the-art OLCs,
with a single measurement (labeled X) at the end of the sequence,
used to define the SQL. The colored lines correspond to different
detunings, with the dark green line corresponding to the detuning
maximizing the sensitivity of the clock, and the red arrows
indicate when the measurement is made. Lower panel: protocol
with three QND measurements. The sensitivity of this protocol is
shown as the red curve in Fig. 2. (b) Upper and lower panels:
excited state population P4 of typical Rabi (three-measurement)
protocol [green (blue)] as a function of time. Red bars indicate the
timing of the QND measurements. The Rabi frequency and
detuning have been adjusted such that the total interrogation time
remains the same as in both protocols. The two dashed blue lines
in the lower panel correspond to slightly different detunings to
illustrate the sensitivity of the protocol to the detuning of the
clock laser. (c) Pictorial representation of the experimental
situation, showing trapping light (red), clock laser light (yellow)
for inducing Rabi oscillations between ||)®V <> [1)®V and
probing light (light blue) coupling || ), |e) to nondestructively
measure the ground state population. The generic representation
of the energy levels relevant for this problem is also shown,
typical in the Alkaline-earth-like atoms such as Sr or Yb
used in OLCs.

[}) and |1) are the ground and excited states of the clock
transition, respectively. To understand the quantum noise in
this scenario, we describe the spin system by the collective
spin operators J, = >N | 58, where 5@ is the vector
pseudospin operator describing atom i and j(()l) /h=1/2
[39]. Rabi oscillations on the atomic transition driven by a
clock laser operating as a local oscillator are governed by
the rotating-frame Hamiltonian H,,, = QJ, — 6J .» Where
0 = w; — wy is the detuning of the clock laser with respect
to the atomic transition and Q is the corresponding Rabi
frequency.

QND measurements are described by introducing
a “meter” in the form of a pulse of light with mode
operator a and thus field quadratures X = (@' + a)/2 and
P =i(a" —a)/2, such that [X, P] = i/2. During a meas-
urement, the meter interacts with the atoms via Hamiltonian

Hgy for time 7, such that tHy g = ghN | = gla|*N| +
Zg|a|A13N , [40], where g is the atom-light coupling
constant [42], 7 = a'a is the photon number operator,
and AA = A — (A) indicates a deviation from the mean.
The approximation follows assuming that the input pulses
are coherent states, with amplitude a = i|a| and thus
(X) =0, (P) = |a|, (n) = |a]>. We assume here that the
atoms are uniformly coupled to the cavity field. The first
term, which commutes with the optical variables, repre-
sents a light-shift term which induces a rotation of the
atomic state about J,, but does not contribute to the optical
signal, and can be neglected [43].

The term 2g|a|APN | in tH g contributes a phase shift
g(N,) to the probing light. We also assume that
g(N ) < m, which can always be satisfied by choice of
probe light detuning, and that the QND pulse duration is
short compared with the Rabi dynamics 7 < z/Q. Then the
postinteraction value X" = X" 4+ gla|N| serves as a
linear “pointer” to indicate the ground state population
N 1= Jo—17 . at the time ¢ when the pulse interacts with the

atoms. A strong homodyne readout of X(°)

QND measurement.

Measurement protocol and estimation strategy.—We
assume an ensemble of N atoms is prepared by optical
pumping in the ground state || )®" of the clock transition,
and allow for fluctuations in the atom number due to the
random processes involved in loading the trapped atoms.
The clock laser drives the transition causing the spin state to
execute Rabi oscillations with frequency Q. A set of QND

out)

completes the

measurements of X" is performed at times #,, with
corresponding outcomes X = {X;}, using a number of
photons |a;|? in each measurement. We use X to build an
estimator J.; for the clock laser detuning (see the
Supplemental Material [40]). For large atom number N,
X can be well approximated by a Gaussian random variable
with distribution

1 —
e [T ] (1)

P(X[6) =
where d is the length of X, g and I'y are the mean and
covariance matrix of X, respectively, which are functions of
0. After linearization about &, the nominal value of &, and

defining py = p(8), the maximum likelihood estimator for
0 is [40]

()T (X = po)

Oest = O ,
est 0+ (”/)Tr‘)—(l”/

(2)

where p’ = Osp|; . The sensitivity of the protocol to the

laser detuning ¢ is given by the mean squared error (MSE)
of the detuning [45]:
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To compute u and I'y we employ established covariance
matrix methods [46-51]. We describe the spin system
and optical probe pulses with the phase-space vector

MSE(6) = E[(6es — 6)°] = (3)

Npulses
Vv=Je (] AQi), where J = (?0,7x,jy,jz)T, and
i=1
Qi = (f( i Pi)T describes the ith optical pulse. We assume
that the state is Gaussian, and remains so during the entire
measurement sequence. The system is thus completely
characterized by the vector of first moments (V) and
the covariance matrix T'y = 1/2(VQV + (VQ V)T) -
(V) ® (V). (V) and I', evolve deterministically through
the sequence of coherent Rabi oscillations generated by

A

H,y, and sudden light-matter interactions generated by

A

Hgnq. The transformation of the state is computed by
integrating dV/dt = —i[V, ﬁqnd] and dropping terms
beyond first order in quantum fluctuations, to find linear
input-output relations. We include the effect of loss and
decoherence due to atom-photon scattering during the
probing parametrized by 1 = ny|a|2, the fraction of atoms
that scatter a photon due to the interaction with a probe
pulse containing |a|?> photons with incoherent scattering
rate 77, [40]. Multipulse sequences are constructed analo-
gously. The model gives unsightly but useful analytic
results for g and I'y, which can be read off directly from
(V) and T'y [40,47,48].

Reference protocol—The canonical Rabi sequence
starts with exactly N atoms in the state ||)®V, which
evolve under H,, for a time 7, after which a projective
measurement of N , (or equivalently N 4 or N 4= N ) is
made. We take the precision obtained by this sequence
to define the standard quantum limit (SQL) of a
Rabi-spectroscopy OLC. An equivalent protocol can be
implemented using our formalism as follows: the initial
state || )®V implies (J) = (1,0,0,—1)(N)/2, with T, =
diag(0,1,1,0)(N)/2. The evolution under H,, induces
a O-parametrized O(3) rotation (the jo component is
unchanged) of (J) and I';, while the measurement is of
Jo —J.. The resulting MSE from Eq. (3) is MSE(SQL) =
K N~' +K,(gla]*N)~!, where k;, k, are constants that
depend on the chosen sequence parameters €2, .

Three-pulse protocol—The new protocol includes three
QND measurement pulses. The ensemble of atoms is
prepared in the ground state |})®V, and we allow for
Poisson-distributed atom number fluctuations in the input
state [52]. The state is then allowed to evolve under H,,, and
subject to QND measurements at times #; = 0, i.e., immedi-
ately after state preparation, f, and #5, with the number of
photons per measurement pulse |a;|?, |a|?, |as|>. In
essence, the first QND pulse is used to calibrate the number
of atoms, while the other two act as squeezing and read-out
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FIG. 2. (a) Sensitivity of the QND measurement protocol.
Curves show the MSE of the detuning 6 as a function of the
drive laser detuning &, as per Eq. (3). Atom number is
N = 2 x 10*, atom-light coupling g ~ 3.05 x 10~7 rad/atom ob-
tained for an intracavity power of &4 mW. The solid green curve
shows the results for the reference protocol described in the main
text, defining the standard quantum limit. The dashed yellow
curve shows the three-measurement protocol with 1, = z/Q, t, =
37/Q (a priori values) and |a;]> = | |* = |o5]? = |aws]? =
7.18 x 10° (found by minimization of MSE with respect to
|oe|?). The dashed-dashed-dot orange curve shows the three-
measurement protocol with measurement timings #; =0,
t, #1.7972/Q, and 3 ~3x/Q, (found by optimization of
MSE with respect to f;) and keeping the values for
oy |2 = | > = |a3]?> = |ag|? = 7.14 x 10°.  The dot-dashed
red curve shows the three-measurement protocol found by
optimization of the timings and the number of photons per
measurement pulse while keeping the total equal to the previous
protocol, i.e., |o]> + |on]? + |a3> < 3> In this case,
L 1.278/Q,t; % 37/Q, and  |ay|? =337 x10°, |a|* =
54x10°, |as> =128 x10". The dot-dot-dashed blue
curve shows a full optimization of the timings and number of
photons without the previous constraint, with optimum param-
eters t, & 1.297/Q, t; ~ 37/Q, and |a;|> = 9.77 x 10°, |a,|* =
2.12 x 10", |az]?> = 1.35 x 10'!, Inset: the MSE with the tim-
ings corresponding to the orange protocol (i.e., same measure-
ment timing, and equal measurement pulses) at the optimum
detuning &,/ ~ 0.6 for varying measurement strength (photon
number for each measurement pulse) parametrized by the fraction
of atoms # that suffers incoherent scattering during the protocol.
(b) Numerical results of the averaged single shot estimator
variance £[MSE(S)] as defined in the main text as a function
of the clock laser phase noise parameter y, with the same color
coding as in panel (a).

pulses. The d-dependent MSE is calculated using Eq. (3),
optimized with respect to measurement times #; and photon
numbers |a;|?.

Sensitivity optimization and clock stability.—Figure 2(a)
shows the sensitivity of our reference protocol as a function
of the driving laser detuning 6 using different parameters
for a typical atom number N = 2 x 10*. Each dashed line
corresponds to a different choice of settings {|a;|?, 1},
found by minimizing MSE(S) with respect to & and
{lay|*, #;}, subject to constraints on {|a*, 1}, e.g.,
S lai> = |al?, [see caption in Fig. 2(a)]. With a priori
timing of the measurements and optimized photon

153201-3



PHYSICAL REVIEW LETTERS 128, 153201 (2022)

numbers, we observe an improvement in the sensitivity of
~2.8 dB with respect to the SQL. With further optimization
of the pulse timings an improvement of ~4.2 dB relative to
the SQL is achieved, and when both timing and measure-
ment strength (i.e., photon number) are fully optimized, the
protocol achieves ~7.9 dB improvement over the SQL.

Allan variance.—Current state-of-the-art OLCs are lim-
ited by the DE rather than the QPN. Nevertheless, there are
situations where the enhanced sensitivity of the proposed
protocol will be advantageous. For instance, synchronous
clock comparison measurements allow one to access the
QPN-limited precision, and are important in precision
measurements for fundamental tests, accurate measure-
ments of fundamental constants, geodesy, or searches of
exotic physics [5,6,53-55]. In addition, the functional
relation of the sensitivity with respect to the detuning in
our protocol differs from that of a standard clock protocol.
In all these situations, it becomes important to assess the
quality of our estimation taking into account the random
phase fluctuations of the driving clock laser. The corre-
sponding Allan deviation of the fractional frequency
instability of an OLC using our protocol can be written
as 6%(z,,) = EIMSE(6)|T./(w3ty) [56,57], where T. is
the cycling time of the clock, and z,, is the averaging time,
@, is the atomic clock transition frequency, and

E[MSE(8)] = / e d5P, (5)MSE(5). 4)

5551_8

where P,(5) = 1/(yv/2x) exp|—(8es. — 8)%/2y?] is the prob-
ability density for the random variable & for a clock laser with
a one sided power spectral density S(v) = 2y?/v, which
models current state-of-the-art clock lasers in which the
dominant source of noise is flicker noise [58,59]. To avoid
including unphysical divergences in the integral, we take € =
7Q [60]. The expression for 6%(z,,) does not include the
effect of dead time in the clock cycle. Figure 2(b) shows the
results of computing the averaged single shot estimator
variance E[MSE(8)] as a function of the laser noise parameter
y for the different curves in Fig. 2(a). The different configu-
rations of the three-measurement protocol show consistent
improvement with respect to the reference protocol for a wide
range of laser noise parameters y < 0.1 [40], within current
experimental capabilities of clock lasers [7].

Measurement back action and spin squeezing.—
Entanglement among the atoms can be detected using
spin-squeezing inequalities [61] that constrain the statistics
of J. In particular, if {J i Ji,J,} are orthogonal components
of J, all separable states with uncertain particle number
obey several spin-squeezing inequalities [40,62]. In the
large-N scenario, we can define a witness [40]:
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FIG. 3. Numerical evaluation of the spin-squeezing witness &
in Eq. (5) using the three-measurement protocol with equal
number of photons per measurement, as in the dot-dashed orange
curve of Fig. 2. We plot £ as a function of (a) the clock laser
detuning ¢ for the same protocol with two different numbers of
photons per measurement |a|> = {7.18 x 10°,2 x 7.18 x 10°}
and (b) the measurement strength for two different detunings
5/Q = {0.642,0.5}. In both plots the orange line corresponds to
the parameters giving the optimized clock sensitivity, and the
dashed purple curve shows the same protocol with different
parameters.

where {}.k.I} are orthonormal. & <1 indicates the
presence of spin squeezing and entanglement.

In Fig. 3 we plot £ immediately prior to the third QND
measurement of the three-measurement protocol using the
same number of photons per measurement (as in the orange
line in Fig. 2) as a function of the clock laser detuning and
measurement strength. While the qualitative behavior of the
entanglement witness is similar to that of the clock
sensitivity, we note that it is not a reliable indicator of
the optimum sensitivity. In Fig. 3(a) we can see how
choosing a different measurement strength leads to larger
squeezing of the atomic state, while this configuration is
not the optimum for the protocol sensitivity. This is not
unexpected, since the witness does not capture correlations
due to the coupling of J, into the QND measurement.
Using a spin-squeezing witness which could account for
the correlations between J, and the other spin variables
would be desirable. However, to the best of our knowledge,
such witness has not been presented in the literature.

Conclusions and outlook.—In this Letter, we propose
and analyze a minimal three pulse QND-based measure-
ment protocol directly applicable to state-of-the-art OLCs
using Rabi protocols and limited by QPN. By exploiting a
multimeasurement estimation strategy and measure-
ment induced correlations, we show a 7.9 dB enhanced
single shot sensitivity of the clock with respect to the SQL
for N =2 x 10* atoms. Our calculation techniques allow
for straight-forward optimization of relevant experimental
parameters, such as the timing and strength of each QND
measurement. Using an entanglement witness derived from
spin-squeezing inequalities for a fluctuating atom number,
we infer that the protocol generates entanglement.
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The proposed protocol can improve the short-term
stability of clock experiments that include strategies to
evade the DE using multiple ensembles and synchronous
measurement [2,9—11], and could be combined with spin-
echo protocols to counteract inhomogeneous broadening
induced by nonuniform atom-light coupling [26]. Possible
extensions of the framework presented here can extend the
Gaussian description of the system to include diffusion
terms [63], naturally incorporating into the results the
noise characteristics of the clock laser. We leave for future
work the question of whether similar protocols with addi-
tional measurements, continuous probing, and/or con-
trolled phase shifts in the drive laser could give further
enhancement.
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