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Manipulating quantum thermal transport relies on uncovering the principle working cycles of quantum
devices. Here we introduce the cycle flux ranking of network analysis to nonequilibrium thermal devices
characterized as a quantum-transition network. To excavate the principal mechanism out of complex
transport behaviors, we decompose the network into cycle trajectories, collect the cycle fluxes by algebraic
graph theory, and select top-ranked cycle fluxes, i.e., the cycle trajectories with highest probabilities. We
exemplify the cycle flux ranking in typical quantum device models, e.g., a thermal-drag spin-Seebeck
pump and a quantum thermal transistor. Top-ranked cycle trajectories indeed elucidate the principal
working mechanisms. Therefore, cycle flux ranking provides an alternative perspective that naturally
describes the working cycle corresponding to the main functionality of quantum thermal devices, which
would further guide the device optimization with desired performance.
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Introduction.—Harnessing heat and information at the
nanoscale constitutes one active frontier of functional
thermal devices [1–11], in analogy with modern electron-
ics [12]. The ubiquitous quantum effects further fertilize
the routes toward quantum thermal transport and enhance
the flexibility of heat management [13–16]. Various
quantum thermal devices are attracting tremendous atten-
tion together with both theoretical modelings [17–29] and
practical realizations [30–33], paving the avenue for the
design of on-chip thermal devices.
Meanwhile, network theory becomes an important

method to describe the quantum transport [34–41], where
nonequilibrium effects of external dissipative reservoirs can
be incorporated into the edge weights of the directed
network of state transitions [42]. In general, the network
analysis of nonequilibrium transport can be established by
cycle decomposition in the graph theory [43–45]. This
leads to a flurry of inspiring works. In particular, Nitzan
et al. investigated quantum transport control from the cycle
viewpoint in both photovoltaics’ state networks [46,47] and
electrothermal networks [48–50]. Zhang and Wang studied
the antisymmetric driving force via curl flux in the donor-
acceptor model [51]. While considering the dynamical
driving, Jarzynski and co-worker’s [52], and Chernyak and
Sinitsyn [53], together with subsequent research [54–56],
revealed and emphasized the peculiar role played by cycle
graphs in general no-pumping theorems. Furthermore, as a
kind of quantummachine, the full functioning of a quantum
thermal device fundamentally requires completing cycles in
the state space, the same as thermodynamic cycles in
quantum heat engines [57–60] and quantum refrigerators

[61–63]. Therefore, the cycle analysis of network theory
should be a powerful approach to explore the detailed
mechanism of dissipative quantum thermal devices.
In this Letter, we propose an efficient ranking scheme to

explore thermal transport in quantum thermal devices. By
mapping quantum thermal devices into networks of quan-
tum state transitions, one can decompose the transition
network into cycle trajectories. Hence, nonequilibrium
quantum transports can be microscopically represented
by cycle trajectories that are formed of self-avoiding closed
quantum transitions. Such cycle trajectories are the key
ingredients affecting the performance of quantum thermal
devices [48–50,64–67]. However, the formidable complex-
ity is dictated by the huge number of cycle trajectories,
composed of massive quantum states and transitions among
them. This inspires us to explore the complex transport
behaviors from the top-ranked cycle trajectories with
largest occurring probabilities, i.e., top-ranked cycle fluxes.
Benefiting from algebraic graph theory, all cycle fluxes

can be calculated and ranked efficiently. By selecting the
top-ranked cycle trajectories, we could surmount the
challenge caused by huge dimensional parameter space,
to genuinely grasp the physical essence of the multifunc-
tional quantum devices. Concretely, we utilize two typical
quantum device models, thermal-drag spin-Seebeck pump
and quantum thermal switch, to demonstrate the power of
cycle flux ranking of network analysis.
Connecting quantum transport with cycle flux

ranking.—The dissipative dynamics of quantum systems
are conventionally described by the quantum master
equation in Lindblad form [68,69]
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dρsðtÞ
dt

¼ i½ρs; Hs� þ
X
v

Dv½ρs�; ð1Þ

where ρs is the reduced density matrix, and Dv½ρs� is the
Lindblad superoperator describing the dissipation induced
by the vth thermal reservoir. The off-diagonal coherence ρij
vanishes when approaching steady states. Also, it was
pointed out by Zurek [70] that open quantum systems
interacting with a reservoir Hamiltonian can be cast into a
diagonal form. Moreover, Wu and Cao showed that, by
applying higher-order kinetic expansion, the quantum
dissipative dynamics with coherence can be mapped into
kinetic networks [42]. Without loss of generality, the
quantum Lindblad equation can be reduced into a Pauli
master equation: _ρii ¼ −

P
j Lijρjj, where ρii denotes

the probability to observe the system in state jii (see
Supplemental Material, Sec. I [71]), and Lij ¼ −

P
v k

v
j;i þ

δij
P

v;m kvj;m is the Laplacian transition matrix describing
the open dissipative system under nonequilibrium condi-
tions, with forward (backward) transition rate kvj;iðkvi;jÞ
induced by the vth reservoir. Therefore, the dissipative
quantum dynamics is represented by a network with
Laplacian matrix element Lij, as depicted in Fig. 1(a),
where the vertices denote the quantum states and the
weighted edges denote the transitions from jji to jii with
positive rates.
Specifically, the network can be represented on the basis

of cycle trajectories, and the edge flux can be decomposed
into cycle fluxes Ji→j ¼

P
C JCþ − JC−

, where the sum-
mation is over all cycle trajectories C that contain the edge
(i → j), with subscript þð−Þ for the forward (backward)
cycle along (opposite to) the jii → jji direction. For
example, Fig. 1(b) lists all cycle trajectories of the network,
and the net edge flux J3→2 ¼ ðJaþ þ Jcþ þ Jdþ þ JeþÞ−
ðJa− þ Jc− þ Jd− þ Je−Þ. The concept of cycle fluxes,
pioneered by Hill et al. [74,75] and developed by

Kohler and Vollmerhaus [76] and Schnakenberg [43],
can be intuitively understood as the cycle frequency,
quantifying how many rounds the state can transit through
one complete cycle per unit time, and have been widely
carried out in describing biochemical systems [77–81].
The cycle flux of the cycle trajectory C� is formulated as

JC� ¼ ΠC�ΣC=Σ [74], where ΠC� is the weight of the cycle
trajectory C� defined as the product of transition rates
along cycle C, ΣC is the sum of weights of spanning trees
that are rooted on the cycle C, and Σ is the sum of weights
of spanning trees rooted on every individual state. In
practice, it will be challenging to count the vast number
of spanning trees rooted on different vertices. Nevertheless,
we surmount this difficulty by using the generalized matrix-
tree theorem in algebraic graph theory. The introduction
of algebraic graph theory to investigate nonequilibrium
transport in thermodynamic networks was already reported
[64–66]. However, here the generalized matrix-tree theo-
rem states that the principal minor of Laplacian L of the
weighted graph has the determinant detðL½C;C�Þ, by
deleting rows and columns i ∈ C from L, which equals
the sum of weights of directed spanning trees rooted on the
cycle C, i.e., detðL½C;C�Þ ¼ ΣC. This directly leads to a
simple algebraic expression of cycle flux,

JC� ¼ ΠC�
detðL½C;C�ÞP
i detðL½i; i�Þ

; ð2Þ

with
P

i detðL½i; i�Þ ¼ Σ. This algebraic expression of
cycle flux can be intuitively interpreted as that [79] the
directed flow of weighted edges on spanning trees toward a
cycle is tightly related with the occurring frequencies of the
cycle trajectory. The flow of directed edges toward the state
increases its chance of occupation. The alternative math-
ematical proof concerning the Markov chain can be found
in Ref. [82]. In Fig. 1(c), we show the four spanning trees
rooted on cycle C1→2→3→1, the weight sum of which leads
to the factor detðL½1; 2; 3; 1; 2; 3�Þ. By multiplying the
weight of the cycle itself Π1→2→3→1 ¼ k1;2k2;3k3;1 upon
normalizing a common factor

P
5
i¼1 detðL½i; i�Þ, the cycle

flux JC1→2→3→1
can be readily calculated. In addition,

detðL½1; 2; 3; 1; 2; 3�Þ is identical to detðL0½d; d�Þ in a
new graph L0, which formed by merging vertex f1; 2; 3g
into a new vertex d in the original graph L represented by
the big green shadow circle. Hence, following the same
procedure, we can calculate the cycle fluxes of all the cycle
trajectories as listed in Fig. 1(b) and efficiently rank out
the top-ranked cycle fluxes. We note that the advantage of
the cycle flux ranking is supposed to be enhanced as the
number of quantum states embedded in the quantum
network further increases. However, the ranking scheme,
inherited from the matrix analysis, may become less
efficient in huge Hilbert-space dimension limit.
In what follows, we apply the above ranking scheme to

analyze two typical transport models of quantum devices:
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FIG. 1. Mapping dissipative quantum devices into networks.
(a) Schematic of a transition network for quantum thermal
transport under nonequilibrium conditions. (b) All undirected
cycle graphs contained in the transition network. (c) All the
spanning trees rooted on (every edge is oriented toward) cycle
C1→2→3→1.
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thermal-drag spin-Seebeck pump and quantum thermal
transistor. Results demonstrate the advantages of the
efficient ranking scheme that the top-ranked cycle fluxes
indeed elucidate their principal working mechanisms.
Thermal-drag spin-Seebeck pump: The first hybrid

quantum model is illustrated in Fig. 2(a). The upper dot,
with two states jϕUi ¼ fj0i; j1ig, is connected with two
spinless electron reservoirs: VU ¼ tU

P
k;ν¼f1;2g c

†
Uν;kdU þ

H:c: The lower dot, with three states jϕLi ¼ fj0i; j ↑i;
j↓ig, is connected with both a left-side spinful elec-
tron reservoir and a right-side magnon bath [83]: VL ¼
tL
P

k;σ¼f↑↓g c
†
Lσ;kdLσ þ γ

P
q b

†
qd

†
L↑dL↓ þ H:c: c†k (ck) and

b†q (bq) are creation (annihilation) operators in an electron
reservoir with momentum k and in a magnon bath with
momentum q, respectively. The upper and lower dots are
Coulomb coupled with each other, with the Hamiltonian

Hs ¼
X
v¼U;L

εvn̂v þ Un̂Ln̂U; ð3Þ

where n̂U ¼ d†UdU and n̂L ¼ P
σ d

†
LσdLσ are the number

operators of two dots. Although with the Coulomb energy
U coupling the upper and lower subsystems, the electron
transport is only across the upper one, while the spin
transport occurs merely through the lower one. Under the
eigenstate basis jϕUϕLi, the corresponding quantum-
transition network is depicted in Fig. 2(b).
An intriguing phenomenon emerges in which a nonzero

spin current across the lower isothermal subsystem is
pumped by the nonzero thermal bias δT ¼ T1 − T0 across

the upper subsystem, as shown in Fig. 2(c). By tuning εU,
the thermal generated electron current in the upper sub-
system will vanish and reverse due to the effective particle-
hole symmetry, as shown in Fig. 2(d). Yet, the thermal-
excited spin-Seebeck current in the lower subsystem still
reaches maximum near εU of vanishing electron current.
This result provides a strong evidence suggesting nontrivial
mechanism beyond normal Coulomb drag effect caused by
drifted electron current.
To show the power of an efficient ranking scheme in

excavating the working cycle in the four-terminal spin
pump quantum thermal device, we decompose the network
of the spin-Seebeck process into a complete set of cycle
trajectories. There are in total 28 paired cycle trajectories
based on Fig. 2(b). After the efficient ranking with Eq. (2),
the top-ranked cycle fluxes are plotted in Fig. 3(a). Then,
we select the main working cycles underlying the thermally
driven spin pump effect. Specifically, the first-ranked
paired cycle trajectory is illustrated in Fig. 3(c) (top surface
marked with C1): j00i → j0 ↑i → j0↓i → j00i and vice
versa. Because of the vanishing of affinity along these cycle
trajectories, i.e., ðk0↑00k0↓0↑k000↓=k0↓00k0↑0↓k000↑Þ ¼ 1 (kba ≡ ka;b,
see Table II in the Supplemental Material [71]), the first-
ranked paired cycles are futile to the thermal-driven spin
pump. As for the second-ranked paired cycles with the
trajectory shown in Fig. 3(c) (front surface marked with
C2), i.e., j00i ↔ j10i ↔ j1 ↑i ↔ j0 ↑i ↔ j00i, the spin
does not flip, which also makes no contribution to the
spin pump.

FIG. 2. The thermal-drag spin-Seebeck pump. (a) Scheme
of thermal-drag spin-Seebeck pump in hybrid dot structures.
The upper dot is coupled with two spinless electron reservoirs.
The lower dot is coupled with a spinful electron reservoir (left)
and a magnon bath (right). The two dots are Coulomb coupled.
(b) Quantum-transition network in state space. (c),(d) Spin
current I3 (−I4) and electron current J1 (−J2) by tuning
δT ¼ T1 − T0 and εU, respectively, where Ii¼3;4 (Ji¼1;2) is the
net spin (electron) current flowing from reservoir i into the
center system. Other parameters are εL↓ ¼ −εL↑ ¼ 1; U ¼ 3, and
T2 ¼ T3 ¼ T4 ¼ T0 ¼ 1. The calculation details are in the
Supplemental Material, Sec. II [71].

FIG. 3. Cycle flux ranking analysis of the thermal-drag spin-
Seebeck pump. (a) Top-ranked cycle fluxes at εU ¼ 1. The
dominant cycle fluxes are represented by the bold red (light)
and blue (dark) lines. (b) The net cycle flux JCþ − JC−

as a
function of εU for δT ¼ −0.2 and 0.2, respectively. (c) The first-
(C1) and second-ranked (C2) paired cycle trajectories. (d) The
third-ranked paired cycle trajectories (C�) are represented by the
bold lines that dominate the spin-Seebeck pump at εU ¼ 1.
(e) The spanning tree analysis of the cycle trajectory (C�) based
on the generalized matrix-tree theorem in algebraic graph theory.
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The third-ranked paired cycle trajectories in Fig. 3(d),
i.e., Cþ and C−, are unraveled to dominate the spin current
generation [see Figs. 2(d) and 3(b)]. We first exemplify the
spanning trees of the cycle trajectory, e.g., C�, based on
the generalized matrix-tree theorem in algebraic graph
theory in Fig. 3(e). The first three spanning trees denote
three transitions, respectively. By deleting corresponding
columns and rows involved in C� from the Laplacian
matrix, we get the determination of the resultant matrix
k1↑1↓ þ k101↓ þ k0↓1↓, which is described by the fourth tree
configuration. Meanwhile, by merging the cycle trajectory
(C�) into a new vertex d, we obtain a new graph shown in
the fifth configuration, and deleting the dth column and row
is identical to the former situation [71]. Then, we illustrate
the five dynamical steps of the forward cycle trajectory Cþ
as follows: Starting from j00i, the system transits sequen-
tially into j10i (one electron jumps into the upper dot),
j1 ↑i (one spin-up electron tunnels from reservoir 3 into the
lower dot), j0 ↑i (the upper electron jumps out), j0↓i (the
lower electron becomes spin-down by absorbing one
magnon), and finally back to j00i (the lower spin-down
electron jumps to reservoir 3). In particular, along the cycle
trajectory Cþ, a spin-up electron tunnels into the lower dot
from reservoir 3 (j00i → j0 ↑i), then flips to the spin-down
state (j0 ↑i → j0↓i) by absorbing one magnon, and finally
tunnels into reservoir 4 (j0↓i → j00i). After one complete
cycle trajectory Cþ, an integer spin 1 is transferred from the
left electron reservoir to the right magnon bath. Similarly,
the backward cycle trajectory C− gives the reverse process.
These two cyclic processes cooperatively contribute to the
thermal-drag spin-Seebeck pump effect. Moreover, with the
opposite sign of δT, the competition of weights ΠC� in
Eq. (2) between main cycle trajectories (Cþ and C−) leads
to the reversal of the spin current, e.g., in Fig. 3(b).
We further apply JC� to analyze the spin-Seebeck pump

effect in the linear response regime. Interestingly, we can
readily obtain the forward-backward ratio of JC� ,

JCþ

JC−

¼ ΠCþ

ΠC−

≈ 1 −
UδT
2T2

0

: ð4Þ

This clearly demonstrates that the thermal bias (δT) in the
upper subsystem and the Coulomb repulsion (U) between
upper and lower subsystems synergistically determine the
emergence of the spin-Seebeck pump effect in the lower
subsystem. Furthermore, changing the sign of δT would
reverse the net main cycle flux JCþ − JC−

and spin-Seebeck
current I3 ∝ JCþ − JC−

, as shown in Fig. 3(b). In contrast,
for a given δT, changing εU does not reverse the main cycle
fluxes, although the electron current through the upper
subsystem is reversed. Therefore, nonzero spin current
generation (cycle flux JCþ − JC−

) at vanishing electron
current regime in the upper subsystem further clarifies the
working mechanism as the thermal-drag spin-Seebeck
pump effect.

We note that the novelty of the thermal-drag spin-
Seebeck pump has three manifolds: (i) From the model
perspective, the present four-terminal quantum system
includes the upper and lower subsystems. It is known that
these two individual subsystems have been extensively
investigated [72,83–85]. However, the combination of
these two nonequilibrium systems to analyze the spin
current generation is lacking exploration. (ii) From the
spin-Seebeck effect perspective, the current work based on
the four-terminal setup unravels the thermal-drag induced
robust spin-Seebeck pump, rather not the conventional
Coulomb-drag Seebeck effect [86,87]. (iii) From the
technique perspective, we introduce the cycle flux ranking
scheme to efficiently capture the main working cycles,
which dominates the spin-Seebeck pump process.
Quantum thermal transistor: We then apply the cycle

flux ranking to investigate typical functionalities of the
second quantum device model, e.g., quantum thermal
switch and negative differential thermal conductance
(NDTC). Figure 4(a) exhibits a hybrid qutrit-qubit-qutrit
system connected to three individual boson baths with the
Hamiltonian Hb;u¼fL;M;Rg ¼

P
k ωu;ka

†
u;kau;k. The left

(right) V-type qutrit is coupled with the photon bath via
Vv¼fL;Rg¼

P
kðgþv;ka†v;kjGvihþvjþg−v;ka

†
v;kjGvih−vjÞþH:c:,

and the middle one is coupled with a phonon bath via
VM ¼ P

k gM;kða†M;kσ
−
M þ aM;kσ

þ
MÞ, where gu;k is the cou-

pling strength [73]. The hybrid central Hamiltonian takes
the variant of Ref. [20] as

Hs ¼
X

u¼L;M;R

ωu

2
σzu þ

X
v¼L;R

�
ωvM

2
Szvσ

z
M þ ω0;vS0v

�
; ð5Þ

FIG. 4. Cycle flux ranking in quantum thermal transistor.
(a) Schematic of the quantum thermal transistor, which is
composed of the qutrit-qubit-qutrit system, individually coupled
to one thermal bath denoted by a half circle with Tv (v ¼ L,M,R).
(b) Heat currents from left to right as a function of TM. (c) Top-
ranked cycle fluxes as a function of TM . (d) The first-ranked cycle
trajectoryC1 embedding in the state network. (e) Top-ranked cycle
fluxes contributed to JM. (f) Cycle trajectories for C6 and C7. The
other parameters are ωL;M;R ¼ 1, ωLM ¼ ωMR ¼ 10, ωLR ¼ 0,
ω0;LðRÞ ¼ 3, TL ¼ 2.5, and TR ¼ 0.2. See the calculation detail in
the Supplemental Material, Sec. III [71].
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where σzM is the middle qubit Pauli matrix, and the
left and right qutrits are Szv ¼ jþvihþvj − j−vih−vj and
S0v ¼ jþvihþvj þ j−vih−vj, with v ¼ L, R.
Figure 4(b) exhibits the quantum thermal switch effect

by tuning the middle gating temperature TM. When TM is
sufficiently low, three heat currents are suppressed and the
system is at the off state. As TM exceeds a threshold value,
the source and drain heat currents JL and −JR are
dramatically enhanced, whereas the gating heat current
JM is still negligible [88]. As such, the system switches to
the on state.
Based on Eq. (2), we enumerate all cycle trajectories to

realize an efficient flux ranking scheme. By analyzing the
trajectories of top-ranked cycle fluxes, it is straightforward
to know that the flux JC1

in Fig. 4(c) shows the main
contribution to the thermal switch effect. As the principal
working cycle trajectory in Fig. 4(d), C1 is indispensable to
JL and JR, which, however, becomes irrelevant with JM.
Along the trajectory C1, the heat flow (JM) via the paths
j − ↓þi → j− ↑ þi and jþ ↑ −i → j þ ↓−i is completely
canceled. Therefore, during this cycle trajectory, no heat
exchanges between the hybrid system and the middle
thermal bath. Moreover, the fluxes JC2

and JC3
, similar

with JC1
, also show the secondary contribution to such

thermal switch effect. Further dissecting JC1
, we find that

the switch threshold relies on a principal factor ωM=TM,
which guides us to inverse design the quantum thermal
switch with tunable threshold [71].
Meanwhile, the hybrid system also exhibits the NDTC of

JM, which stems from the cycle flux competition. Looking
into the cycle fluxes listed in Fig. 4(e), we identify that the
cycle fluxes of C6 and C7 dominate the NDTC of JM,
flowing from the middle reservoir into the system, of which
the cycle trajectories are illustrated in Fig. 4(f). During the
complete cycle trajectory C6ðC7Þ, the right qutrit keeps
frozen at state j−iðjþiÞ, which describes a simplified
working picture that the reduced system absorbs energy
from the left reservoir and emits energy into the middle
bath by qubit flipping. These two corresponding cycle
fluxes JC6

and JC7
, in contrast to JC4

and JC5
, contribute

negatively to JM. Then, by increasing TM, although the
thermal bias TL − TM becomes smaller, the middle qubit
flipping process is easily thermally excited by the middle
reservoir. This process dramatically enhances the quantum
thermal transport, i.e., ∂JM=∂TM < 0.
Conclusion.—By mapping the dissipative quantum ther-

mal devices into networks of quantum state transitions, we
have decomposed the transition network into cycle trajec-
tories and showed the advantage of the cycle flux ranking in
nonequilibrium thermal transport. With the help of an
efficient ranking scheme, we have demonstrated that the
top-ranked cycle fluxes genuinely grasp the principal
mechanism out of complex transport features, such as
thermal-drag spin-Seebeck pump, quantum thermal switch,
and NDTC. Top-ranked cycle flux analysis provides

researchers an alternative viewpoint to investigate quantum
thermal transport and would promote the optimization of
multifunctional quantum thermal devices.
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