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We analyze the scattering rate for 2D fermions interacting via soft nematic fluctuations. The ground state
is an s-wave superconductor, but other pairing channels are almost equally attractive. This strongly alters
the scattering rate: At energies beyond the pairing gap Δ, it is renormalized by contributions from all
pairing channels. At energies of order Δ, it is determined by the competition between scattering into a
gapped continuum and dispersing nematic resonance. The outcome is a “peak-peak-dip-hump” spectrum,
similar, but not identical, to the “peak-dip-hump” structure in the cuprates.
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Introduction.—The spin resonance mode, observed in a
number of quasi-2D cuprate superconductors at momentum
ðπ; πÞ, has attracted much attention in the studies of high-
temperature superconductivity [1–3]. The resonance mode
mediates a 4-fermion interaction and accounts for the
“peak-dip-hump” structure of the fermionic spectral func-
tion observed in ARPES measurements [4–9]. In an
itinerant approach, the resonance can be viewed as a spin
exciton, whose emergence below the threshold for the
continuum is associated with the d-wave symmetry of a gap
function (see, e.g., Refs. [10,11] and references therein).
In this Letter, we argue that a similar phenomenon takes

place in a 2D s-wave superconductor near a quantum
critical point (QCP) towards a charge nematic order. We
demonstrate that the nematic propagator possesses a charge
exciton at a frequency ΩresðqÞ, which near an instability is
far below the threshold for the continuum at twice the gap
value, 2Δ. A nematic resonance at q ¼ 0 has been observed
in the B1g Raman spectra of several iron-based super-
conductors [12–16]; here we show that ΩresðqÞ and the
spectral weight of the resonance are strongly q dependent,
which is tied to the ðω=jqjÞ form of the Landau damping of
a nematic propagator in the normal state. We analyze
how the dispersing charge exciton affects the fermionic
spectral function at energies above the threshold at
ΔþΩresðq ¼ 0Þ. We find that the spectral function is
highly nonmonotonic due to strong momentum depend-
ence of ΩresðqÞ. In contrast, a spin resonance in a d-wave
superconductor does not lead to such behavior as there
relevant momenta q are close to ðπ; πÞ.
We further analyze the form of the spectral function at

energies above 3Δ, when the key contribution comes from
the continuum in the nematic propagator. Here, we reveal
additional physics of a nematic QCP. Namely, for an
isotropic fermionic dispersion, the interaction, mediated
by nematic fluctuations, yields an attraction in all pairing

channels. The s-wave coupling is the largest one, but only
by a small number, proportional to the distance to a nematic
transition [17,18]. The continuum part of the order para-
meter propagator has contributions from all pairing chan-
nels, and the fermionic self-energy and the spectral function
due to interaction with the continuum are very different
from the ones expected for a pure s-wave superconductor.
We single out the s-wave contribution and show that it only
accounts for a small portion of the full self-energy. We
show that at even larger frequencies the self-energy due to
interaction with a continuum gradually approaches the
normal state result, obtained by summing up a series of
logarithmical contributions from backscattering.
Superconductivity at the onset of a nematic order occurs

in the much studied FeSe1−xSx—nematic order at x ≤ 20%
(see, e.g., Ref. [19] and references within). Our results for
the spectral function can be verified in ARPES measure-
ments around the critical doping.
Model and normal state results.—We consider a system

of 2D itinerant spin-1=2 fermions on a square lattice near a
QCP towards a d-wave nematic order that breaks the
fourfold rotation symmetry. We assume that the interaction
between fermions is mediated by soft fluctuations of the
nematic order parameter. An appropriate Euclidean action
is [20]
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X
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Here, fðkÞ is a form factor with dxy or dx2−y2 symmetry, g is
the effective fermion-boson coupling, and
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DðqÞ ¼ −
1

M2 þ jqj2 þ gΠðqÞ ; ð2Þ

where M measures the small deviation from the QCP and
ΠðqÞ is the dynamical polarization, induced by the fer-
mions, which has to be computed within the effective
action of Eq. (1). DðqÞ should be seen as an effective
interaction which includes both renormalizations from
low-energy [via ΠðqÞ] and high-energy fermions, compare
Ref. [21]. Equation (1) can be derived from, e.g., a
multiorbital tight-binding model, rotated to the band basis,
similar to Ref. [22]. The same effective action emerges in
an isotropic system near a d-wave Pomeranchuk instability.
In the latter case, fqðkÞ ¼ cosð2θkqÞ [θkq ¼ ∡ðk; qÞ],
invariant under simultaneous rotation of k, q. The key
physics is the same in both cases, and to simplify the
presentation, we focus on the isotropic case and later
discuss the changes introduced by the lattice.
The effective interaction gDðqÞ leads to much studied

non-Fermi liquid behavior at M → 0 (Refs. [20,23–25])
and also gives rise to an attraction in different pairing
channels. The model has two dimensionless parameters

ϵ ¼ M
kF

and λ ¼ g
4πvFM

: ð3Þ

The first one is a measure of the distance to a QCP and the
second parametrizes the coupling strength. In the imme-
diate vicinity of a QCP, λ is large and the system necessary
falls into a strong coupling regime. In our study we focus
on the system behavior at small ϵ, but in a theoretically
manageable Fermi liquid (FL) regime λ ≪ 1. To this end,
we consider the double limit ϵ ≪ 1 and g ≪ EF, taken such
that ϵ ≪ λ ≪ 1 (which implies ϵ ≫ g=EF, setting a lower
bound on M [26]). In this situation, the pairing instability
develops at typical energies of order e−1=λ, which remain
well inside the FL regime. For example, in FeSe1−xSx the
appropriate parameter window could be reached by increas-
ing the sulfur doping x or pressure beyond the quantum-
critical value, where ϵ ¼ 0, λ > 1, which increases M
and therefore increases (decreases) ϵ (λ). Our primary
interest is the retarded fermionic scattering rate Im½ΣRðkÞ�
½½GRðkÞ�−1¼½GR

0 ðkÞ�−1þΣRðkÞ;k¼ðω;kÞ�. We set k ¼ kF,
in which case ΣRðkÞ≡ ΣRðωÞ. We begin by listing the
normal state results, which will serve as benchmarks for our
calculations of Im½ΣRðωÞ� in a superconductor. In the
normal state, the polarization bubble at small frequencies
has a Landau-damping form, ΠðqÞ ¼ 2ρjωmj=ðvFqÞ,
where ρ ¼ kF=ð2πvFÞ is the density of states (DOS) per
spin. At the one-loop level the scattering rate has the
familiar 2D FL form [27,28]

Im½ΣR;ð1ÞðωÞ� ¼ 2λ

π

ω2

ωFL
ln

�
ωFL

jωj
�
: ð4Þ

The logarithm comes from forward-scattering and back-
scattering processes, which play a special role in two
dimensions (Ref. [28]), and ωFL ¼ vFM3=gρ sets the upper
edge of the FL behavior; our analysis is valid at ω < ωFL.
At higher loop orders higher powers of the logarithm from
multiple backscattering processes appear. They collectively
change the scattering rate to [29]

Im½ΣRðωÞ�¼ ω2

πωFL

×

�
ϵ2

4ð1−lÞ−
ð1−lÞln2ð1−lÞ

l
þ2Li2ðlÞ

�
;

ð5Þ

where l ¼ λ lnðωFL=jωjÞ and Li2ðlÞ is a polylogarithm.
We plot Im½ΣRðωÞ� in Fig. 1. This expression becomes
singular at l ¼ 1, i.e., at ω ≃ ωFLe−1=λ and is invalid at
smaller ω. The reason for this becomes clear once we note
that the series of logarithms that transform Eq. (4) into
Eq. (5) come from backscattering processes, which involve
vanishingly small total momentum and are therefore the
same as Cooper processes. The increase of Im½ΣRðωÞ�=ω2

with decreasing ω implies that the pairing interaction is
attractive, hence the ground state must be a superconductor,
and at l ¼ 1, ω is of order of an expected pairing gap
Δ ¼ ωFLe−1=λ. This clearly shows that the apparent singu-
larity in Eq. (5) is the consequence of ignoring the fact that
the ground state is a superconductor. Below we start from a
superconductor and show that the scattering rate is free of
singularities at ω ¼ OðΔÞ. To set the benchmark for the
calculations in a superconductor, we make two observa-
tions. First, the full backscattering amplitude contains the
sum of the contributions from different pairing channels,
because the backscattering process involves vanishingly
small total and transfer momentum. To the leading order in
ϵ, partial amplitudes in channels with different angular
momenta are equal, and their sum yields the two last terms
in the right-hand side of Eq. (5). At l ¼ 1, this contribution
tends to a constant 2Li2ð1Þ ¼ π2=3, although its derivative
is singular at l ¼ 1. Beyond the leading order, the s-wave

FIG. 1. Scattering rate divided by ω2 as given by Eq. (5), for
ϵ ¼ 0.05. Inside the dashed region, the normal state results are
no longer valid.
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component of the scattering amplitude is the largest, and
the s-wave pole in the backscattering amplitude gives rise
to the first term in the right-hand side of Eq. (5). Second,
Eq. (5) is obtained with the logarithmic accuracy and is
valid up to 1 − l ¼ OðλÞ. At the edge of applicability, the
s-wave pole contribution is of order ϵ2=λ and is small
compared to the combined contribution from all pairing
channels, i.e., Im½ΣRðωÞ� ≃ ðΔ2=ωFLÞ. Below we compare
this expression with the result that we obtain starting from a
superconducting ground state.
Nematic propagator in the superconducting state.—The

scattering rate in a superconductor is determined by the
same process as in the normal state—a decay into a nematic
fluctuation and another fermion (Fig. 2) [30]. However, in a
superconductor both the fermionic propagatorGðqÞ and the
polarization ΠðqÞ for nematic fluctuations get modified by
the pairing gap Δ. The modification of GðqÞ is well known
[32], but the modification of ΠðqÞ is model specific. In our
case, a straightforward analysis yields

ΠðqÞ ¼ 2

Z
p
fqðpÞ2

× ½Gðpþ q=2ÞGðp − q=2Þ
− Fðpþ q=2ÞFðp − q=2Þ�; ð6Þ

where q ¼ ðΩ; qÞ and G and F are normal and anomalous
Green’s functions. The sign of the FF term is the same as
for the spin polarization operator at q ¼ ðπ; πÞ in a d-wave
superconductor [33]. Like there, the dynamical bosonic
propagator DRðq ¼ 0Þ then contains a resonance at
Ω < 2Δ, when gRe½ΠðΩ; 0Þ� þM2 ¼ 0 [12]. One can view
the nematic resonance as a particle-hole bound state within
the two-particle gap; it originates from a residual inter-
action between Bogoliubov quasiparticles in a supercon-
ductor, which is attractive, like the original 4-fermion
pairing interaction (1). We note that such resonance does
not appear in the density-density correlator (a dressed
particle-hole bubble with s-wave form factors), as there
ΠðΩ; q ¼ 0Þ has to vanish to respect charge conservation
[34,35]. On a technical level, this holds because the GG −
FF contribution cancels out by the contribution containing
GF combinations and vertex corrections [35]. For the
nematic correlator that we consider, there is no cancellation
and the physics can be captured by keeping only GG − FF

terms (see the Supplemental Material [36] for more dis-
cussion on this).
We present the full analysis of ΠRðqÞ in our case in the

Supplemental Material [36] and here quote the results. We
have, at Ω ≪ Δ,

ΠRðqÞ ¼
(
− ρ

6
× Ω2

Δ2 − i0þsignðΩÞ; vFjqj ≪ Δ

− πρ
4
× Ω2

ΔvFjqj − i0þsignðΩÞ; vFjqj ≫ Δ
: ð7Þ

The existence of the two regimes is specific to our case
of small-q fluctuations and originates from the 1=jqj
dependence of the Landau damping in the normal state.
Substituting ΠRðqÞ into DRðqÞ, we find that B ¼ −Im½DR�
consists of a resonance (a pole) and a continuum,
BðqÞ ¼ BresðqÞ þ BcontðqÞ; see Fig. 3. The resonance
describes a 2D plasmonlike propagating quasiparticle
whose position and the spectral weight strongly depend
on the ratio vFjqj=Δ. We find

BresðqÞ ¼ aq × δ½Ω −ΩresðqÞ�;

ΩresðqÞ ∼
(
Δ ×

ffiffiffiffiffiffiffi
ϵ=λ

p
vFjqj ≪ Δffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ΔvFjqj
p

×
ffiffiffiffiffiffiffi
ϵ=λ

p
vFjqj ≫ Δ

; ð8Þ

and aq varies between aq ∼ Δ at vFjqj ≪ Δ and aq ∼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔvFjqj

p
at vFjqj ≫ Δ. At small ϵ and vFjqj ∼ Δ, ΩresðqÞ

is much smaller than Δ.
The continuum BcontðqÞ sets in at Ω ¼ 2Δ (see Ref. [36]

for details). The full BðΩ; qÞ is sketched in Fig. 3. For
vFjqj ∼ Δ, the resonance is well separated from the
continuum, but once vFjqj exceeds Δðλ=ϵÞ, the resonance
approaches the continuum, and its weight becomes expo-
nentially small. Likewise, a small-weight resonance close
to Ω ¼ 2Δ is obtained for very weak coupling when ϵ=λ
becomes too large [37].
Fermionic scattering rate at ω ∼ Δ.—With BðΩ; qÞ at

hand, one can straightforwardly compute the scattering rate
using the spectral representation. We present the details in
the Supplemental Material [36] and here list the results and
present the plot of Im½ΣRðωÞ�, Fig. 4. We obtain

FIG. 2. Fermionic self-energy from excitation of a nematic
fluctuation. Dashed wavy lines indicate a bare (static) nematic
propagator.

FIG. 3. Sketch of the nematic fluctuation spectrum
BðΩ; qÞ ¼ −Im½DRðΩ; qÞ�.
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Im½ΣRðωÞ� ∼

8>>>>>>>><
>>>>>>>>:

λΔðϵλÞ1=4; 0 < ω − ωth ≲ Δ3

ωFL
2 ðϵλÞ5=2 regime I

Δ2

ωFL
ðϵ3λ Þ1=2

�
Δ

ðω−ωthÞ
�
1=2

; Δ3

ωFL
2 ðϵλÞ5=2 ≲ ω − ωth ≲ ΔðϵλÞ1=2 regime II

λΔ2

ωFL

�
ðω−ωthÞ

Δ

�
5=2

; ΔðϵλÞ1=2 þ ωth ≲ ω≲ Δ½3þOðλ2Þ� regime III

Δ2

ωFL
ðω−3ΔΔ Þ1=2; ω≳ Δ½3þOðλ2Þ� regime IV

: ð9Þ

The scattering rate described by Eq. (9) starts a threshold
ωth ¼ Ωresð0Þ þ Δ, where it jumps to a value that is larger
than the benchmark normal state expression Im½ΣRðωÞ� ∼
Δ2=ωFL by a large factor ∼EF=Δ. It remains almost
constant in a narrow energy window (regime I) and
decreases as 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω − ωth

p
(regime II), mirroring the familiar

DOS enhancement in a superconductor. For increasing
energies, the rate crosses through a minimum and grows
again (regime III), which is due to the momentum depend-
ence of the resonance position and weight. Finally, for ω >
3Δ (regime IV), the rate acquires an additional contribution
from scattering into the continuum, which gives rise to a
kink in Im½ΣRðωÞ�. For ω ¼ 3ΔþOðΔÞ, the rate becomes
of the same order as the normal state result and gradually
transforms into Im½ΣRðωÞ� from Eq. (5).
In Fig. 5 we plot the fermionic spectral functionAðωÞ ¼

ð1=πÞIm½GRðωÞ� at ω > Δ. At λ ≪ 1, AðωÞ ∝ Im½ΣRðωÞ�.
In this situation the most prominent feature, besides a sharp
quasiparticle peak at ω ¼ Δ, is a narrow peak at ωth,
followed by a broad minimum and a cusp at 3Δ. At larger
frequencies where the normal state results are valid, a
“hump” develops. This behavior can be termed as “peak-
peak-dip-hump.” At λ ≥ 1, where Im½ΣRðωÞ� > Δ at
ω ≥ ωth, we expect that the peak at ωth is suppressed, as
in this situation AðωÞ ∝ 1=Im½ΣRðωÞ�. Then the spectral
function displays a peak-dip-hump behavior, similar to the
one in the cuprates [10]. Since λ ∝ 1=M, we expect a

crossover from the peak-peak-dip-hump line shape to the
peak-dip-hump one as the system comes closer to a
nematic QCP.
We now analyze how the results are modified for lattice

systems. For dx2−y2 symmetry, the nematic form factor is
fðkÞ ¼ cos kx − cos ky; it reduces to fðkÞ ∝ cosð2θknx

Þ for
small kF. Such a form factor creates hot and cold regions on
the Fermi surface. Our results for ΣðωÞ are valid for the hot
regions. The results hold with two modifications: (i) the
jump of Im½ΣðωÞ� at ωth is reduced by the relative width of
the hot region and (ii) there exists a small but finite
background Im½ΣðωÞ� from scattering into cold regions,
where the gap is small [38].

FIG. 4. Fermionic scattering rate, with scaling regimes as in
Eq. (9). Used parameters: λ ¼ 0.4, ϵ ¼ 0.06.

FIG. 5. Fermionic spectral function AðωÞ with the same
parameters as in Fig. 4. (a) AðωÞ for ω≲ 3Δ, showing the
peak-peak-dip structure. In the inset, A is broadened with a
phenomenological quasiparticle width Γ ¼ 0.2λ expð−1=λÞ, due
to additional processes such as impurity scattering. (b) AðωÞ at
larger frequencies, showing the hump. (c) Sketch of A for
ω≲ 3Δ, Γ > 0 and strong coupling λ > 1, showing conventional
peak-dip-hump features.

PHYSICAL REVIEW LETTERS 128, 017001 (2022)

017001-4



Conclusion.—We analyzed the propagator of soft nem-
atic fluctuations and fermionic scattering rate Im½ΣRðωÞ� of
fermions in an s-wave SC state near a nematic QCP. We
argued that Im½ΣRðωÞ� is qualitatively different from that in
an ordinary s-wave SC because near a QCP, the pairing
interaction in the s-wave channel is only slightly larger
than in pairing channels with other angular momenta. We
showed that the spectrum of nematic fluctuations in a SC
consists of a gapped continuum and a strongly dispersing
resonance mode. We found three different regimes of the
scattering rate, due to the interaction with a resonance: a
jump at the threshold, a decrease towards a shallow
minimum, and a slow subsequent increase. A fourth regime
is realized at ω ≥ 3Δ, when the scattering rate predomi-
nantly comes from the interaction with the continuum. At
higher frequencies, Im½ΣRðωÞ� gradually transforms into
the normal state expression. This leads to a peak-peak-dip-
hump structure of the fermionic spectral function. This
structure transforms into the more familiar peak-dip-hump
line shape as the system comes closer to a nematic QCP and
the coupling constant λ increases.
Superconductivity at the onset of a nematic order at T ¼

0 develops in several systems studied in recent years, most
notably in FeSe1−xSx around x ¼ 0.2. We call for ARPES
measurements of the fermionic spectral function to verify
our results.
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