
Dynamic Strength of Iron at High Pressures and Strain Rates

Vatsa Gandhi ,* Suraj Ravindran , and Guruswami Ravichandran
Division of Engineering and Applied Science, California Institute of Technology, Pasadena, California 91125, USA

(Received 9 July 2021; revised 25 October 2021; accepted 17 December 2021; published 7 January 2022)

Accurate modeling of meteorite impacts, and deformation of planetary cores require characterization of
the flow strength and in-elasticity of iron in its different phases. In this Letter, we investigate the flow
strength of both the ambient α phase and high-pressure ϵ phase of iron at strain rates of 1 × 105 s−1 and
pressures up to 42 GPa using high-pressure–pressure shear plate impact experiments. We report the
strength of the ϵ iron to be significantly higher than α phase but consequently one order smaller than the
previously reported dynamic strength at high pressures. The complete stress-strain response of the ϵ phase
is reported for the first time.
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Iron has many geological and planetary implications as it
is the primary constituent in the inner core of outer planets
such as Uranus and Neptune [1], rocky exoplanets, and the
inner rocky planets including Earth where core pressures
exceed 330 GPa [2]. Understanding the dynamic inelastic
behavior of iron at high pressures is critical for many
applications. These include modeling the physics of hyper-
velocity impacts of iron-rich meteorites [3], the formation
of craters on Earth and moon [4], and planetary impact such
as the giant-impact hypothesis on the formation of the
Earth-moon system [5–7]. Plasticity behavior of iron is also
important for describing deformation mechanisms of the
inner cores of rocky planets [8], for example due to seismic
waves generated from earthquakes. However, modeling
iron at these high pressures is difficult because it undergoes
a martensitic phase transformation [9] from the body-
centered-cubic (bcc) α phase to hexagonal-closed-pack
(hcp) ϵ phase [10,11] when subjected to 13 GPa of
pressure.
Martensitic phase transformations provide a unique

opportunity to study strength behavior as they play a
crucial role in enhanced material properties and expand
the material design space for various applications. An
illustrative and important example of this is iron alloys.
Martensitic steels formed by rapid quenching yield high
strength, high fatigue-resistant materials [12], whereas
transformation induced plastic (TRIP) steels partially trans-
form to martensite upon deformation thus resulting in
improved strength and ductility [13]. This further motivates
the study of plasticity behavior of ϵ-phase iron as it can help
novel materials for load bearing applications.
While the shocked equation of state [7,14], the pico-

second to nanosecond range of characteristic transition
times [15], and even the importance of shear on the
initiation of the bcc-hcp transformation [16] have provided
considerable insight regarding the material behavior of
the ϵ phase, the strength and plasticity behavior of this

martensite under dynamic conditions is still not fully
explored. Iron completely reverts to its α phase upon
release of pressure hence this unstable nature of ϵ iron
has severely limited the possibility of developing a material
model to describe its inelastic behavior.
Diamond anvil compression (DAC) experiments coupled

with XRD have provided initial insight regarding the low
strain-rate strength of iron at core pressures. Hemley et al.
[17] observed pressure hardening of ϵ iron and deduced a
shear stress of τ ≈ 10 GPa at 200–300 GPa of pressure.
This significantly differs from more recent DAC experi-
ments [8,18] which suggest half the strength and indicate a
linear relationship between shear strength and pressure.
While the static data is promising, the limitations include
the determination of only a single data point for strength
measurements at a constant pressure and the indirect nature
of XRD yields high uncertainties.
Despite the importance, dynamic strength characteriza-

tion of ϵ iron has been limited. Extended x-ray absorption
fine structure (EXAFS) measurements on laser shocked
polycrystalline iron by Ping et al. [19] provide preliminary,
and indirect dynamic strength characterizations on ϵ iron
under quasi-isentropic conditions. The authors interpolate
plastic work contribution to the temperature measurements
to estimate the strength of ϵ iron up to 560 GPa of pressure.
However, this measurement involves very high uncertain-
ties on the order of 50%. A more recent study by
Huntington et al. [20] utilizes Rayleigh-Taylor instability
experiments to observe the ripple growth of iron, laser
shocked to 100 GPa, to extract the material strength. The
authors obtained yield strengths of 40 GPa at these
pressures which are comparable to Ping et al. [19], but
are on the cusp of theoretical strength limits.
In this Letter, we report the measurement of the pressure

dependent dynamic strength behavior of α and ϵ iron under
quasi-isentropic loading conditions, using the recently
developed sandwiched high-pressure–pressure shear plate
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impact [21] (HP–PSPI) technique. Experiments are con-
ducted on iron at pressures ranging from 10 to 42 GPa and a
constant compressive and shearing strain rate of 105 s−1.
Additionally, simulations are conducted to model the
equation of state and plasticity of both phases of iron.
By varying parameters within the plasticity model, the
simulated normal and transverse free surface velocities are
matched with experimentally determined quantities to
determine the first ever complete shear stress-strain beha-
vior of iron.
In PSPI experiments [22], the oblique impact generates

both longitudinal and shear waves in the front anvil, which
first compresses and then shears the sample at a constant
pressure. The HP-PSPI experiments were performed on
annealed Armco iron (purity 99.8%) with an average grain
size 70 μm using a slotted barrel powder gun. A 150 μm
thin iron sample was sandwiched between tungsten carbide
(WC) anvils to ensure the sample equilibrates to a constant
pressure before it is sheared. The sandwich is assembled by
placing the iron sample between the anvils such that the
iron-WC interfaces are directly in contact with one another
and friction between the materials transmits the shear wave.
Both normal and transverse free surface velocity measure-
ments [23] were conducted using photon doppler velo-
cimetry (PDV) [24]. Figure 1(a) illustrates the experimental
setup and a detailed description can be found in Sec. I of the
Supplemental Material (SM) [25].
Because of plasticity within the anvil material above its

Hugoniot elastic limit (HEL), conventional elastic analysis
of extracting strength from transverse velocity profiles is
not feasible. For this reason, we conduct finite element
simulations via ABAQUS/Explicit [31] and match simulated

velocities with the experimental measurements [21,32] to
extract a material model for the iron sample. In particular,
the peak transverse velocity is directly related to the
strength and flow behavior of iron and thus we determine
simulation parameters to match peak velocities of the
experimental data. This sandwich configuration and plasti-
cally deforming anvil analysis methodology has been
successfully validated using various anvil materials on
copper [32]. Thus, the key results in this Letter represent
the physics of iron and are not from an unknown error in the
experimental or analysis method. For a known tungsten
carbide material model [32], the only unknowns required
to match our experimental velocity profiles are equation
of state and strength parameters for iron. For α iron, a
Johnson-Cook strain and strain-rate hardening model
with temperature softening from Sadjadpour et al. [33]
was implemented. For ϵ iron, we employ the Johnson-
Cook hardening law with temperature dependence and a
Steinberg-Cochran-Guinan (SCG) [34] pressure depend-
ence on yield strength as follows:

Y ¼ ðY0 þ BϵnÞð1 − T�mÞ

×

�
1þ

�
Y 0
p

Y0

�
P

η1=3
−
�
G0

T

G0

�
ðT − 300 KÞ

�
ð1Þ

where G0 ¼ 83 GPa [8] is the shear modulus at ambient
conditions, T� ¼ ½ðT − TrÞ=ðTm − TrÞ� with T correspond-
ing to the temperature, Tr ¼ 300 K the reference temper-
ature, Tm ¼ 1811 K [33] the melting temperature, and η ¼
ðρ=ρ0Þ the compression ratio with ρ being the density, and
ρ0 ¼ 7870 kg=m3 [33] the reference density. From Eq. (1),
the initial yield Y0, the strain hardening terms, B and n, and
the temperature softening exponent, m were varied in simu-
lations to match experimental velocities whereas the other
parameters were obtained from previous literature. The
strain-rate dependence in the Johnson-Cook model was
neglected as all experiments were conducted at a nominally
constant strain rate, 105 s−1. Within our simulations, the
temperature contributions include both plastic work from
high strain-rate deformations (assuming Taylor-Quinney
factor of β ¼ 1 [33,35]) and shock heating due to high
pressure jumps which was modeled using an equation of
state (EOS). The EOS of iron for all experiments was mode-
led using a well calibrated Helmholtz potential by Boettger
and Wallace [14] in conjunction with a continuum time-
dependent phase transformation numerical scheme by Hayes
[36] and Andrews [37]. This was implemented to accurately
capture the two-phase region, specifically for the 15.8 GPa
experiment. Details of the EOS and the numerical scheme
can be found in Secs. II and III of the SM, respectively.
When considering the yield strength scaling with res-

pect to pressure, the SCG model approximates a one-to-
one relationship between the pressure dependence behavior
of the shear modulus and yield strength ½ð1=Y0Þð∂Y=∂PÞ¼
ð1=G0Þð∂G=∂PÞ�. However, recent experiments on tanta-
lum [38] and copper [32] have shown the yield strength

(a)

(b)

FIG. 1. (a) Schematic of the pressure shear plate impact setup in
sandwich configuration. (b) Distance-time (x-t) diagram for
tungsten carbide-iron sandwich assuming elastic wave propaga-
tion.
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scaling to be 2 and 2.6 times that of shear modulus,
respectively. This was based on the decrease of dislocation
mobility at higher pressures and the shear modulus scaling
of work required to move the dislocations [39]. In the
present study, a one-to-one scaling of shear modulus and
yield strength with respect to pressure was sufficient to
simultaneously match both normal and transverse velocities
for ϵ iron. We adapt the ϵ-iron shear modulus data from
static experiments [8]: ð1=G0Þð∂G=∂PÞ ¼ 0.0246 GPa−1

and ð1=G0Þð∂G=∂TÞ ¼ 1.08 kK−1. The plot of the shear
modulus as a function of pressure can be found in Mao
et al. [40]. This governs the chosen parameters for the
pressure hardening and temperature softening law. The
other parameters in the Johnson-Cook model were fit to
match the free surface velocity profiles of the four
experiments.
The parameters determined for the ϵ-iron hardening

model through a sensitivity study and linear least squares
minimization problem (see SM) are below:

Y0 [GPa] B [GPa] n m ðY 0
P=Y0Þ [GPa−1] ðG0

T=G0Þ [kK−1]

2.0 2.4 0.73 1.08 0.0246 1.08

The experimentally measured normal and transverse
velocity profiles along with the simulated profiles at each
corresponding pressure are displayed in Fig. 2. The
experimental details can be found in the SM (Table V).
Because of plasticity within our WC anvils and the thick-
ness of our iron sample, no phase transformation wave is
observed in the normal profile. Additionally, the very thin
sample does not affect the normal profile in terms of the
HEL and peak free-surface velocity. However, due to the
impedance mismatch between iron and WC, pressure
reverberations upon the arrival of the initial longitudinal
wave slightly affect the rise times of the shock wave. This
further validates the quasi-isentropic loading condition in
the sandwiched sample.
Unlike the normal velocity profile, the transverse profiles

primarily depict the strength behavior of iron. We note the
imposed transverse velocities in these experiments ranged
from 100–110 m=s to ensure a shear strain rate on the order
of 105 s−1 within the iron sample. The measured transverse
velocities are below the imposed velocity at the impactor-
target interface indicating dispersion of the shear wave due
to plasticity in the iron sample. As the longitudinal wave
traverses through the sample, at high pressures, the material
yields. Therefore, the shear wave traversing through this
yielded material will disperse [21]. For anvil materials
stronger than iron, e.g., tungsten carbide, the maximum
dissipation of the shear wave occurs within the sandwiched
sample. We employ the von Mises yield criterion where the
yield condition for shear-normal coupling is 3

4
s2xx þ τ2xy ¼

1
3
Y2 [21] with Y as the yield stress, τxy as the shear stress,

and sxx as the normal component of the deviatoric stress
tensor. Although the longitudinal wave is sufficient to yield

the material, the arrival of the shear wave increases τxy
while decreasing sxx to ensure the material stays on the
yield surface. If the shear wave arrives at an amplitude of
τxy ¼ Y=

ffiffiffi
3

p
, the deviatoric stress vanishes and the shear

stress provides a direct measurement of the yield behavior
of the material. Therefore, the transverse velocity profiles
correlate to the strength of the iron in its respective phase.
From initial inspection, we observe a significant increase

in transverse velocity at 15.8 GPa compared to 10 GPa.
This indicates ϵ iron having a much higher strength than the
ambient α iron. However, we cannot discern strength
directly from the transverse velocity profile as the peak
velocities at higher pressures are similar to the peak at
15.8 GPa. The primary reason for this phenomenon is due
to increased plasticity in anvils at higher pressures resulting
in larger shear wave dispersion at the rear anvil. Therefore,
the transverse velocities themselves are insufficient to
conclude strength behavior of iron at high pressures high-
lighting the importance of forward modeling to extract the
stress-strain behavior. The dashed curves in Fig. 2 corre-
spond to the simulated velocity profiles.
By constraining the shear strain rate at ∼105 s−1 through

varying impact angles, the complete pressure dependent
strength and flow behavior of ϵ iron was extracted from the
simulations for a full range of shear strains, Fig. 3(a). From
our data we make two main conclusions, (1) the strength of
iron in its ϵ phase is more than double that of the α-phase,

(a)

(b)

FIG. 2. (a) Normal and (b) transverse free surface velocity
profiles at varying pressures for pure iron. The solid lines
correspond to experimental records and the dashed curves
correspond to simulated profiles. Both the normal and transverse
velocity profiles (except for the 15 GPa curves) have been shifted
for clarity in visualizing the results.
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and (2) the dynamic strength of ϵ iron is an order of
magnitude lower than previously observed.
The yield strength (Y ¼ ffiffiffi

3
p

τ) at γ ¼ 0.1 of iron at
15.8 GPa of pressure (∼78% ϵ phase based of the EOS
model [14]) is 2.69� 0.13 GPa. In contrast, at 10 GPa of
pressure, the yield strength of α iron is 1.04� 0.05 GPa
which is within reasonable limits when compared to
strength data observed from Kolsky bar experiments
[33,35] further validating our experimental technique. A
reason for the increased strength lies within the partially
higher yield strength scaling due to the pressure dependent
shear modulus in the ϵ phase (ð1=G0Þð∂G=∂PÞ ¼
0.0246 GPa−1) compared to the α phase (ð1=G0Þ×
ð∂G=∂PÞ ¼ 0.0221 GPa−1) [41]. The ϵ phase also exists
at higher pressures so the scaling would result in higher
strength in the hcp phase. While bcc materials generally
show higher strength at these strain rates than hcp materials
[42,43], the strength increase may be explained by the

transformation strain required to change the crystal struc-
ture from bcc to hcp [12,43] and also the microstructural
evolution during this phase transition. At approximately
13 GPa of pressure, iron does not entirely transform into its
ϵ phase but rather a mixed phase region is said to exist
between 13–22 GPa [14,33]. According to recent exper-
imental observations [44] and molecular dynamics simu-
lations [45], the evolution of the ϵ phase begins at grain
boundaries and these hcp clusters evolve into needlelike
colonies which act as subgrains within the original grains.
Shock experiments on single crystal iron [46] also indicate
the formation of these nanocrystalline structures based on
the symmetry-related variants of the new hcp phase from
the parent bcc phase. In addition to these nanocrystals,
twins form within the material to ensure kinematic com-
patibility between the two phases [47], but also due to the
longitudinal wave during phase transformation [48] and the
shear loading [35]. Given our loading conditions, it is
possible that deformation twinning due to the transverse
wave persists within our sample since the hcp phase favors
twinning over slip as a deformation mechanism. Ultimately,
the formation of hcp clusters and twins tends to occur
during the transition in addition to the nucleation of screw
dislocations, dislocation loops, stacking faults, and vacan-
cies [45]. These twin boundaries and nanocrystalline grain
boundaries, through the dynamic Hall-Petch effect, act as
obstacles for dislocation motion therefore increasing dis-
location pileup and inherently increasing the yield strength.
The strength of ϵ iron, at 10% shear strain, determined in

the current study differs significantly from the previously
reported values, Fig. 3(b). Ping et al. [19] have indirectly
determined the yield strength of ϵ iron up to pressures of
560 GPa from temperature measurements via laser shock
experiments coupled with EXAFS data. The authors
extrapolate their data and claim a yield strength of
∼20 GPa and ∼30 GPa at pressures of 50 GPa and
100 GPa respectively. Huntington et al. [20] arrived at a
similar conclusion as Ping et al. and observed a flow
strength of ∼40 GPa at 100 GPa of pressure by observing
the growth of Rayleigh-Taylor instabilities. These strength
reportings seem rather unexpected as they are on the cusp
of the theoretical yield limit assuming the limit is a function
of the pressure dependent shear modulus and given by
Y ∝ GðP; TÞ=2π. By extrapolating our data to higher
pressures we claim these reportings to be an order of
magnitude higher than the 4.3 and 5.1 GPa yield strength
we observe at pressures of 50 GPa and 100 GPa, respec-
tively. While this variability can be attributed to different
grain sizes, strain rates, and heat treatment, these are not
sufficient to explain a discrepancy of this magnitude. For
example, recent MD simulations on nanocrystalline iron at
strain rates of 109 s−1 show a shear stress of 2.5 GPa (yield
stress of 4.3 GPa) at 30 GPa of pressure [45]. Additionally,
Prime et al. [49] recently conducted high strain-rate
Richtmyer-Meshkov instability (RMI) experiments on

(a)

(b)

FIG. 3. (a) Shear stress vs shear strain of iron for varying
pressures and (b) comparison of von Mises yield strength at 10%
shear strain with data from literature. The best fit curve (black
dashed line) follows a power law relation (Y ∝ P0.35) compared
to the linear relation obtained from static experiments by Gleason
and Mao [8]. The main plot compares our data with other static
experiments and the inset contains data from other dynamic
experimental studies alongside our best fit curve. The dashed red
curve corresponds to the theoretical yield strength (G=2π)
obtained from shear modulus data from [8].
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tantalum and compared their results with Z-machine data
[50]. The authors concluded pressure effects on strength are
more significant than strain-rate effects in these extreme
conditions. Hence, the main difference occurs due to
experimental technique and the interpretation of the mea-
surements. PSPI experiments are designed to probe the
stress versus strain behavior and hence the strength of a
material whereas the laser shock experiments by Ping et al.
[19] were designed to understand the density, and temper-
ature of compressed iron. This indirect determination of
strength from temperature explains the high strength, on the
order of theoretical yield strength (G=2π), and large
uncertainties in their results. Smith et al. [2] note the
strength data from static experiments [8,17] in pressure
regimes below 300 GPa were required to match the 300 K
isotherm when converting their σxx-ρ data to an isentropic
P-ρ curve. The reported strength from static experiments is
on the same order as our results. However, our data does
indicate an increased strength compared to Gleason and
Mao [8] because of strain-rate dependence of ϵ iron.
Diamond anvil cell experiments are typically conducted
at compressive strain rates of ∼10−5 s−1 which is far lower
than our experiments conducted at compressive strain rates
of ∼105 s−1.
In summary, PSPI experiments were conducted to

characterize the pressure dependent plasticity and strength
behavior of iron in its high pressure hcp ϵ phase. From
free surface velocity measurements coupled with model-
ing, we extract the complete stress-strain curve for ϵ iron
for the first time and observe a substantial increase in the
yield strength of the phase transformed material compared
to its ambient α phase. Additionally, we find the dynamic
strength of ϵ iron to be an order of magnitude lower than
previous literature. Current work relies on static literature
data for shear modulus scaling with pressure, however,
future experiments are planned to dynamically character-
ize pressure dependent material properties for accurate
construction of EOS and flow strength scaling. These
strength and material parameters will be used to develop a
sophisticated kinetics-based model for the phase trans-
formation of iron. Our experiments on ϵ iron offer the
potential to significantly extend our knowledge of the
deformation behavior of Earth’s inner core and construct a
realistic model of the inner cores of rocky planets and
meteorite impacts.
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