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We generate paramagnetic centers on a heavily boron-doped Si(111) surface by using a scanning
tunneling microscope and show that they mediate the spin-dependent recombination of the bound holes of
the boron acceptor via direct visualization. This recombination is the intraband process and is significantly
affected by the spin-orbit coupling effect. We also demonstrate that such a paramagnetic center with a
boron acceptor at its neighbor site can be produced with atomic precision, which makes it a promising
candidate for implementing position-controlled impurity qubits with an electrical readout mechanism in
silicon.
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Recombination is a major depletion process of excess
charge carriers in semiconductors that limits the perfor-
mance of electronic and optoelectronic devices significantly
[1–3]. Recently, spin-dependent recombination finds new
applications in the field of solid-state quantum technologies
by providing an electrical readout mechanism of the
quantum information stored in the nuclear spin [4,5].
This spin-dependent process is often explained by the
Kaplan-Solomon-Mott (KSM)model, where both a shallow
trap and a paramagnetic center are generated in close spatial
proximity to each other with distinct energy states in the
band gap [6–8]. A free electron is then captured by the trap to
form a spin pair with the electron in the paramagnetic center.
If they are in the singlet (triplet) state, the electron in the trap
can (cannot) hop into the paramagnetic center to combine
with a hole in the valence band. The experimental obser-
vation of such a phenomenon goes back to as early as the
optical work by Geschwind, Collins, and Schawlow in 1959
[9] and the electrical one by Lepine in 1972 [10]. However,
space-averaging measurements like photoconductivity
[10,11] or ESR spectroscopy [12] have failed to unravel
the geometric and orbital structures of the spin-dependent
recombination centers via direct visualization.
Here, we employ a scanning tunneling microscope (STM)

to generate paramagnetic structures on a heavily boron-doped
Si(111) surface and show that they work as spin-dependent
recombination centers with two distinct features. First, the
paramagnetic state is located below the valence band maxi-
mum (VBM), not in the band gap, which leads to the spin-
dependent recombination of the injected hole with the
electron in the valence band. This intraband recombination
contrasts to the KSM model, where the hole in the valence
band recombines with the electron in the conduction band at
the paramagnetic state in the band gap [6,7]. To our best
knowledge, it is the first of this kind of spin-dependent
recombinationprocess. Second, the paramagnetic center has a
boron acceptor at its nearest-neighbor site, suggesting that this

composite systemmaypossibly be exploited as an electrically
readable impurity qubit [13–15]. Also, we demonstrate that
such a composite system can be produced with atomic
precision on the Si surface. Hence, it may resolve two
technical obstacles to the scale-up of impurity-based quantum
devices, i.e., atomistic control of the impurity position and
incorporation of an electrical readout mechanism.
Our experiments were carried out using low-temperature

STM in an ultrahigh-vacuum chamber, whose base pressure
was below 1 × 10−10 Torr. Heavily boron-doped crystalline
Si with the (111) orientation and a resistivity of< 0.01 Ωcm
was cleaned in situ by repeated thermal flashes at ∼1370 K.
It was then cooled down to room temperature at a rate of
∼2 K=s after the last flash. After that, it was quenched down
to ∼4.5 K for the STM measurements. The magnetic field
(B) was applied normal to the Si surface up to 7 T. The STM
probe tip was made of Pt-Ir alloy.
Figure 1(a) shows the STM topography of a heavily boron-

doped Si(111) surface with the
ffiffiffi
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p
×
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3

p
reconstruction

whose lattice parameter is 0.67 nm [16]. Its structural model
is displayed in Fig. 1(c), where the boron atom occupies one-
third of the third-layer sites (S5 site) and the topmost Si adatom
is sitting directly above the boron atom (T4 site) [17,18]. We
then apply high-bias pulses between a probe tip and the
substrate with the feedback loop off to generate the adatom
vacancy on the Si(111) surface [19]. Its topography is
displayed in Fig. 1(b) along with its structural model in
Fig. 1(d). We will term this adatom vacancy with the under-
lying boron atom as the BV complex hereafter, meaning the
boron-vacancy complex. This BV complex evolves three
spectral features (Ψ2, Ψ3, and Ψ4) within the band gap and
another one (Ψ1) below theVBM[see Fig. 1(e)]. As addressed
in Ref. [19], they have the spectral origin from three Si
dangling bonds (DBs) of the BV complex: The electronic
interactions of three DBs produce a doubly degenerate level
(Ee) near the VBM and a nondegenerate one (Ea) near the
conduction band minimum [see Fig. 1(f)]. However, the Ee
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level accommodates only one electron in it (see the analysis in
Ref. [19]), which drives the BV complex to undergo the Jahn-
Teller transition and liftsEe into separate levels, one belowand
the other above the Fermi level (EF) [see Fig. 1(g)]. The Ψ1,
Ψ2, andΨ3 features in Fig. 1(e) correspond to the E1, E2, and
E3 levels in Fig. 1(g), respectively. TheΨ4 feature in Fig. 1(e),
on the other hand, results from the additional release of
electron from the BV complex due to the tip-induced band
bending (TIBB) at Vsample ≳ 0.52 V and corresponds to the
Ea level in Fig. 1(f) (see the analysis in Ref. [19]).

Of particular interest is that the BV complex exhibits
field-dependent tunneling behavior, although the intact
surface does not. Figures 2(b) and 2(c) are the tunneling
current spectra measured at the Si adatom (not shown) and
at the center of the BV complex in Fig. 2(a), respectively,
with the magnetic field applied perpendicular to the
sample surface. The former does not show any appreciable
field dependence as expected for the Si material. On the
other hand, the tunneling spectra of the BV complex vary
significantly with the field strength, especially in the
valence band region. It implies that the electron tunneling
from the BV complex to the tip is a field-dependent or
spin-dependent process. Also, such field dependence is
not monotonic but has a peak structure as Fig. 2(d)
displays. This behavior is a consequence of rather a
complex mechanism which we will elaborate in the later
part of this paper.
The field dependence of the tunneling current is most

prominent near the center of the BV complex and gets very
weak at its periphery. To visualize this spatial variation of
the field dependence, we have measured the difference
spectrum between two current spectra taken at two different
field strengths, say, 1 and 7 T, and then plotted its constant-
bias map. Figure 3(f) is a typical example of the difference
spectrum map taken in the same area as the topography of

FIG. 1. (a) Topography of a heavily boron-doped Si(111)
surface, whose lateral dimension is 6.2 × 6.2 nm2. It is probed
with a sample bias (Vsample) of 2.5 V and a tunneling current (It)
of 0.5 nA. a ¼ 0.67 nm. (b) Topography of the same area as that
in (a) but taken after a Si adatom is removed by the application of
a high-bias pulse [19]. It is probed with Vsample ¼ 2.5 V and
It ¼ 0.5 nA. (c),(d) Structural models of (c) the intact surface and
(d) the BV complex. The top view with a missing adatom is also
presented in (d). (e) Tunneling conductance (dI=dV) spectra
probed at four different positions within the BV complex as
marked by the crosses in (b). They are displayed with the same
colors as the corresponding crosses. Ψ1, Ψ2, Ψ3, and Ψ4 indicate
four distinct spectral features of the BV complex. (f),(g) Energy
diagrams of the BV complex (f) before and (g) after the Jahn-
Teller transition. The DIBB effect is superimposed in (g).

FIG. 2. (a) Topography of the BV complex, which is probed
with Vsample ¼ 2.5 V and It ¼ 1.0 nA and has the lateral di-
mension of 3 × 3 nm2. (b),(c) Variations of the tunneling current
spectra with the magnetic field strength. They are taken (b) on top
of the adatom and (c) at the center of the BV complex in (a).
(d) Field-dependent change of the tunneling current values at
Vsample ¼ −0.7 V. The red curve is the fit to the measured data
(square symbols) by Eq. (7) with α ¼ 0.15, γ ¼ 0.00015,
t ¼ 4.6 × 10−5 eV, and Γrel ¼ 29 MHz.
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the BV complex in Fig. 3(a). It shows that the difference
spectrum is strong near the center of the BV complex and
gets weaker at the off-center positions. Noteworthy is that
this field-dependent region (ΨB) is different from the spatial
extents of Ψ1, Ψ2, Ψ3, and Ψ4 states in Fig. 1(e). The latter
is displayed in Figs. 3(b)–3(e), respectively, and is overlaid
by ΨB in Figs. 3(g)–3(j) for direct comparison. Figure 3(g),
for example, shows that the center of the spectral weight of
ΨB is located near the center of the BV complex along the
[112̄] direction, whereas that of theΨ1 state is located at the
off-center position. This observation indicates that ΨB is a
separate orbital state other than Ψ1, Ψ2, Ψ3, and Ψ4. Since
the boron acceptor is located near the center of the BV
complex even after the Jahn-Teller distortion, we ascribe
the nature of ΨB to an acceptor-related one like the bound-
hole state: The anisotropic or squeezed shape of ΨB in
Fig. 3(f) is likely caused by the local strain that is either
present naturally with the vacancy structure or induced by
the Jahn-Teller distortion. In fact, a bound hole has different
effective masses (meff ) along and perpendicular to the strain
direction [20], which leads to the anisotropy of the effective
Bohr radius (rB) via the mutual antiproportionality, i.e.,
rB ∼m−1

eff [21]. The spatial extent ofΨB in Fig. 3(f) is rather
small (∼0.34 nm along the [11̄0] direction and ∼0.17 nm
along the [112̄] direction) when compared to the effective

Bohr radius of a bound-hole state within bulk Si (∼1.3 nm)
[22]. However, the boron acceptor in question is nearly
exposed to the vacuum as illustrated in Fig. 1(d). Thus, the
dielectric screening (εeff ) within the BV complex would be
much weaker than deep in the bulk, letting the bound-hole
state have a reduced Bohr radius (rB ∼ εeff ).
The field dependence of the current spectra in Fig. 2(c)

becomes prominent at ≲ − 0.3 eV, i.e., below the energy
level of the Ψ1 state. It suggests that Ψ1 is also involved in
the field-dependent tunneling process observed in the ΨB
region. The formermay constitute amajor conduction path
to and from the latter, with the charge transfer between
them being affected by the magnetic fields due to the
unpaired electron in Ψ1. To elaborate this mechanism
further, we regard the paramagnetic state Ψ1 as holding
one hole in the two-electron background. TheΨB state, on
the other hand, has bound-hole character and, thus, holds
zero hole in it in the stationary state, because its energy
level is located below EF due to the defect-induced band
bending (DIBB) (see the analysis in Ref. [19]). Once a hole
is injected into theΨB state from the STM tip, it will hop to
theΨ1 state to combine with an electron at EF or the VBM
[see Fig. 3(k)]. This charge transfer process can be
described as ð1; 0Þ → ð1; 1Þ → ð2; 0Þ → ð1; 0Þ, where
ðn;mÞ denotes the hole configuration in Ψ1 and ΨB,
respectively. Since the (2,0) configuration has a spin
singlet due to the Pauli exclusion principle, the hole
transfer from ΨB to Ψ1 in the (1,1) configuration will
depend on the relative spin orientations of the two holes.
Especially, the hole transfer in the triplet (1,1) configu-
ration would be blocked unless it mixes with the singlet
one by the spin relaxation process. This relaxation may be
driven by the hyperfine interaction with the nuclear spin
[23,24] or the spin-orbit interaction with orbital, Rashba,
and/or Dresselhaus effects [25–28]. Indeed, previous
studies [23–28] show that those interactions lift the spin
blockade to yield a field-dependent peak structure in the
leakage current, as does the tunneling current in Fig. 2(d).
The width of the current peak due to the hyperfine
interaction, however, is comparable to the magnitude of
the effective nuclear field [23,24], which we estimate to be
less than 10 mT for the boron acceptor [29]. Since the
tunneling current in Fig. 2(d) has a peak width on the scale
of ∼1 T, we ascribe its origin to the spin-orbit coupling
rather than the hyperfine interaction as addressed in
detail below.
We consider a model Hamiltonian for the spin-orbit

coupling effect on the leakage current of double quantum
dots [25]:

H ¼ Hm þHe þHt ð1Þ

with

Hm ¼ gμBBStotz ; ð2Þ

FIG. 3. (a) Topography of the BV complex whose region is
marked by the dashed line in Fig. 2(a). It has the lateral dimension
of 0.9 × 0.9 nm2 and is probed with Vsample ¼ 2.0 V and
It ¼ 1.0 nA. (b)–(e) Squared wave functions of Ψ1, Ψ2, Ψ3,
andΨ4, respectively, which are taken in the same area as that in (a).
Their scale bar shown in blue in the left bottom ranges from 0 to
295 pA=V, from 10 to 314 pA=V, from 0 to 196 pA=V, and from
118 to 1784 pA=V for (b), (c), (d), and (e), respectively. (f) Map of
the difference spectrum, IðV;B ¼ 1 TÞ − IðV;B ¼ 7 TÞ, taken in
the same area as that in (a) with Vsample ¼ −0.7 V. Its scale bar
shown in red in the left bottom ranges from −5 to 22 pA. (g)–(j)
The same images as those in (b)–(e), respectively, but overlaid by
the map in (f). (k) Schematic of the energy diagram of Ψ1 and ΨB
states. Ψ1 holds a hole (open circle) in it to be a paramagnetic
center. Another hole is injected from the STM tip to ΨB and then
hops to Ψ1 to recombine with an electron (closed circle) at EF.
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He ¼ ΔjS20ihS20j; ð3Þ

Ht ¼
X

s;s0∈f↑↓g
ðtss01 c†1sc2s0 þ tss

0
2 c†2sc1s0 Þ; ð4Þ

where Hm is the Zeeman energy of two holes due to the
applied magnetic field B. Stot is the total spin of two holes,
and g is the g factor. He (Ht) describes the electronic
detuning (kinetic hopping energy) betweenΨ1 andΨB. The
bra and ket symbols are introduced such that jS20i and jSi
represent the singlet states of (2,0) and (1,1) configurations,
respectively. Also, jTþi, jT−i, and jT0i are the triplet states
of the (1,1) configuration with m ¼ þ1, −1, and 0, respec-
tively. If we introduce orthogonal unpolarized triplet states
jTx;yi ¼ ið1=2Þ∓ð1=2ÞðjT−i ∓ jTþiÞ=

ffiffiffi
2

p
and jTzi ¼ jT0i,

then Ht can be written as [25,26]

Ht ¼ i⃗t · jT⃗ihS20j þ tjSihS20j þ H:c:; ð5Þ

where ⃗t ¼ ðtx; ty; tzÞ and jT⃗i ¼ ðjTxi; jTyi; jTziÞ with t (⃗t)
being the spin-conserving (non-spin-conserving) hopping
energy (energies). Now we evaluate the charge dynamics or
leakage current governed by the model Hamiltonian in
Eq. (1) by using the density matrix approach [30,31]. If ρ is
the hole densitymatrix, then its time evolution is determined
by [25,26]

dρ
dt

¼ 1

iℏ
½H; ρ� þ Γρþ Γrelρ; ð6Þ

where the operator Γ describes the decay of jS20i to the (1,0)
configuration and the subsequent hole capture into the (1,1)
configuration. The operator Γrel describes the transition
between four (1,1) states due to the spinmixing or relaxation
processes. We assume that Γrel has much smaller magnitude
than Γ. Also, we simplify our analysis by assuming that tx,
ty, and tz in Eq. (5) have the same magnitude (say, tso), that
the spin relaxation of each (1,1) state to another (1,1) state by
Γrel is identical, and that the detuning Δ in Eq. (3) is zero.
Then, Eq. (6) can be solved in the stationary condition
dρ=dt ¼ 0 to yield the field-dependent leakage current as
follows [25]:

δIðBÞ¼eΓrel
½χ−ðgμBBÞ2þτ2�½χð1þ4γÞþðgμBBÞ2−τ2�

6γχ2þ2α2t2ðgμBBÞ2
;

ð7Þ

where α ¼ tso=t, γ ¼ Γrel=Γ, τ ¼ t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3α2

p
, and

χ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðgμBBÞ2 − τ2�2 þ 8α2t2ðgμBBÞ2

p
.

The red curve in Fig. 2(d) is a fit to the experimental data
by Eq. (7) with α ¼ 0.15, γ ¼ 0.000 15, t ¼ 4.6 × 10−5 eV,
and Γrel ¼ 29 MHz, which reproduces the peak structure
with good fitting quality [32]. The α value of 0.15 is
comparable to the reported one (i.e., α ∼ 0.13) for hole

transfer via double quantum dots formed on a p-type silicon
surface [33]. These values indicate that the effective spin-
orbit interaction causing non-spin-conserving transition
between the (1,1) triplet and (2,0) singlet is quite significant
though not in the strong limit. The Γrel value determines the
time span of the rate-limiting relaxation process as Γ−1

rel ¼
ð29 MHzÞ−1 ¼ 35 ns [32], which is very close to the
lifetime of minority carriers in heavily (n ∼ 1019 cm−3)
boron-doped Si like our sample [34]. On the other hand,
the hopping energy t between Ψ1 and ΨB is much smaller
than those between Si DBs [35,36]. Several factors includ-
ing the electron-phonon interaction and different orbital
natures ofΨ1 andΨB can be responsible for the small t value.
For example, Ψ1 is the Jahn-Teller distorted state holding
one carrier in it [19], and, thus, the charge transfer process
between Ψ1 and ΨB should be accompanied by the excita-
tion of many Jahn-Teller phonons, which will renormalize
the hopping energy by the electron-phonon coupling con-
stant (λ) as t ∼ t0e−λ

2

[37,38]. Since a typical λ2 value in the
surface region of our sample is ∼8 [16], the effective
hopping energy will be reduced by the multiplication factor
of e−λ

2 ∼ 3.4 × 10−4. It explains the small value of the
observed t parameter to a large extent.
As Kane has proposed [39], the nuclear spin of an

impurity atom near the Si surface is an excellent candidate
for the quantum memory. The majority of boron isotopes in
nature have a nuclear spin of 3=2 [15], and, thus, the boron
acceptor in the BV complex may possibly be exploited as a
spin-3=2 qubit [13,14]. Also, the spin-dependent recombi-
nation of the injected holes in the BV complex provides an
electrical readoutmechanism for the nuclear spin state of the
boron acceptor [4], though the magnetoresistive technique
using an ESRSTMwith amagnetic tip can be an alternative,
which has been used to probe the hyperfine splitting in
certain isotopes [40]. In addition, the BV complex can be

FIG. 4. (a)–(f) A series of STM topographies taken sequentially
over the same area. Theyhave a lateral dimension of 4.7 × 4.7 nm2

and are probed with Vsample ¼ 2.5 V and It ¼ 0.3 nA. Before
taking each image, a high-bias pulse is applied to generate a new
BV complex [19].
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generated on the Si(111) surface with atomic precision by
using an STM tip as demonstrated in Fig. 4. Hence, the BV
complexmay resolve two technical obstacles to the scale-up
of impurity-based quantumdevices, i.e., atomistic control of
the impurity position and incorporation of an electrical
readout mechanism.
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