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Image sensors with nondestructive charge readout provide single-photon or single-electron sensitivity,
but at the cost of long readout times. We present a smart readout technique to allow the use of these sensors
in visible light and other applications that require faster readout times. The method optimizes the readout
noise and time by changing the number of times pixels are read out either statically, by defining an arbitrary
number of regions of interest in the array, or dynamically, depending on the charge or energy of interest in
the pixel. This technique is tested in a Skipper CCD showing that it is possible to obtain deep subelectron
noise, and therefore, high resolution of quantized charge, while dynamically changing the readout noise
of the sensor. These faster, low noise readout techniques show that the skipper CCD is a competitive
technology even where other technologies such as electron multiplier charge coupled devices, silicon photo
multipliers, etc. are currently used. This technique could allow skipper CCDs to benefit new astronomical
instruments, quantum imaging, exoplanet search and study, and quantum metrology.
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Introduction.—Single-photon and single-electron reso-
lution semiconductor sensors have proven to be a major
scientific breakthrough overcoming the limitation imposed
by readout noise [1–3]. Some technologies, such as
electron multiplying charge coupled device (EMCCD)
[4] or silicon photomultipliers [5], are based on charge
multiplication. More recent ones use nondestructive read-
out techniques to average several observations of the
collected charge [6–8]. Arbitrary precision is obtained at
the expense of increasing the number of samples (N from
here) and thus the readout time. Assuming independent
measurements, the noise is reduced following [9] σ0=

ffiffiffiffi
N

p
,

where σ0 is the root mean squared error for one measure-
ment of the charge. In particular, the Skipper CCD [6,9]
uses a floating sense node to isolate the charge packet from
the first amplification stage which allows us to make
multiple measurements, using the correlated double sam-
pling (CDS) method [10], to get single-electron resolution
pixel readout. In recent years, many applications such as
dark matter searches [11], neutrino detection [12], and
study of properties of semiconductor materials [13] have
exploited this capability, but others such as quantum
imaging [14], astronomical terrestrial instruments [15],
satellite missions for exoplanet searches [16], and sub-
shot-noise microscopy [17], remain inaccessible for the
Skipper CCD due to the long readout time.
The readout noise is not always the limiting factor. Other

processes produce statistical fluctuations that are added in
quadrature with the electronic noise and contribute to the

total uncertainty. Among these processes we can mention
intrinsic factors of the sensor like quantum efficiency,
leakage current, charge transfer and collection inefficiencies,
crystal ionization mechanism, etc; and extrinsic factors, like
the Poisson statistics of photon arrival, natural background
ionizing particles, etc. [10,18].When these dominate, there is
no benefit to reducing the readout noise by increasing the
readout time. In this Letter a smart readout technique to
reduce readout time by changing the readout noise based on
available information for the specific application is pre-
sented. Experimental results using an Skipper CCD are
reported, but the technique may be also applied to any
existing or future sensors with nondestructive readout (either
with active or passive pixels) to adapt either the readout time
or the dynamic range of the measuring system.
Description of the technique.—Figure 1(a) shows a

conceptual diagram. The block “baseline and smart read-
out” confers intelligence to the output stage of the CCD to
perform an adaptive modification of the number of mea-
surementsN of the charge q in each pixel using information
of the sensor’s parameters, the physics source of interest
(reference inputs) and information of the current pixel. The
easier strategy is to optimize N according to the position of
the pixel in the array (x, y). If the incoming photon flux
illuminates a specific region, N can be increased for that
region, while faster readout (and higher noise) can be used
for the remaining area. This strategy adjusts the readout
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time and noise (or equivalently, adjusts the dynamic range)
based on regions of interest (ROI) which are previously
known for the application. Another approach is to update N
depending on the range of charge (qmin, qmax) or deposited
energy being measured, i.e., based on the energy of
interest (EOI).
For example, typical applications currently limited for

the Skipper CCD involve visible or infrared light detection.
These systems are intrinsically limited by photon statistics,
which can be described by a binomial distribution (attrib-
uted to the collection efficiency of the detector) together
with a Poisson distribution (attributed to photon arrival
statistics).
Two scenarios are considered to show the EOI strategy:

(i) a system limited by Poisson uncertainty of photon
arrival, as any astronomical instrument [19], assuming ideal
collection of photons in the sensor; (ii) a system limited by
photon detection uncertainty, due to quantum efficiency
(QE < 1), following a binomial distribution and assuming
no Poisson arrival uncertainty, as expected in applications
using entangled photons [20]. In both systems, the signal to

noise ratio (SNR) is sf=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2f þ σ20=N

q
, where sf is the

expected number of collected photons and σf is the
standard deviation in the expected number of collected
photons [σf ¼ ffiffiffiffiffisfp and σf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sfð1 −QEÞp

for each
example, respectively]. The number of samples per pixel
N can be tuned to get a desired SNR for each number of
collected photons (or equivalently collected charge). If N is
adjusted to produce a SNR for each pixel equal to k times
(k < 1) its SNR without readout noise (σ0 ¼ 0), so that the
fractional contribution of readout noise to photon uncer-
tainty is the same for every pixel, then,

N ¼ σ20k
2

σ2fð1 − k2Þ ;
� σ2f ¼ sf Poisson

σ2f ¼ sfð1 −QEÞ Binomial:
ð1Þ

As shown in Fig. 1(b), increasing N significantly
decreases the uncertainty on the number of collected
photons for pixels collecting fewer than 40 photons for
Poisson statistics and 400 for binomial statistics. For pixels
with more than this number of photons, Eq. (1) finds that
N ¼ 1 is sufficient to meet the goal defined by k.
This shows that an smart strategy has a big potential in

reducing the readout time and tuning the dynamic range of
the system for pixels with relatively small charge packets
(0.1% and 0.4% of the full pixel capacity, as tested for
similar devices [21]) which demands larger N values to
meet the SNR requirement. For a general application,
assuming a uniform distribution of pixel charge values
between 1e− and 100 × 103e−, the result in Fig. 1(b) gives
that the readout time with a smart strategy is 2.6% and
0.26% that of the nonsmart strategy (all pixels read out with
the highestN value), in the Poisson and binomial scenarios,
respectively.
Implementation challenges.—Although changing the

number of samples N read per pixel seems straightforward,
this requires changing the clock signals (twenty in our case)
of the CCD “on the fly.” Because the CCD is a highly
coupled device and the voltage swings of the clocks are on
the order of tens of volts, changes to the clocks cause
variations in the baseline of the video signal that, if not
treated properly, introduce a systematic error in the deter-
mination of the pixel charge. Since the sensitivity of the
CCD is in the order of 2μ V=e−, this imposes a sub-ppm
control of the errors. We develop a calibration technique
that can be performed on- and off-line so that N can be
changed without increasing the systematic error due to
baseline variation.
Figure 2 shows a measurement of the baseline changes in

the raw video signal, before pixel computation, due to the
changing clocks signals applied to a skipper CCD. The
exponential decay at t ¼ 0 is caused by the vertical clocks
applied before t ¼ 0. The plateau that follows is caused by
many consecutive pixels read out with N ¼ 1. The slope
within a single pixel, seen in the inset, will cause a nonzero
pixel value, an effect that is present in every CCD. The
exponential at t ≈ 0.2 is caused by a change in the readout
mode, from N ¼ 1 to N ¼ 100. The downward glitches
seen for t > 0.2 correspond to the first measurement of
each pixel, which has a different clocking compared to the
next 99 measurements. Figure 2 shows a change of 0.1 V in
the output signal base level (baseline), which exceeds by
5 × 104 times the expected signal for one electron (≈2 μV).
Baseline is present in any CCD; it is usually estimated by

taking an overscan region (empty pixels obtained by
reading more charge packets from the serial register
than there are active pixels), and subtracted from each
image [22]. A similar approach can be used for the ROI
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FIG. 1. (a) Conceptual design; (b) number of samples per pixel
N for the same fractional contribution from readout noise to
photon uncertainty as a function of sf; assuming k ¼ 0.95,
QE ¼ 0.9, and σ0 ¼ 2 electrons, or, equivalently, photons.

PHYSICAL REVIEW LETTERS 127, 241101 (2021)

241101-2



strategy [23], though this requires extra calibration time to
acquire empty images for each ROI. On the other hand, the
EOI strategy changesN on-line and requires corrected pixel
values to be available during readout. Therefore it is
mandatory to have a baseline compensation technique that
can be applied on-line.
We developed a baseline correction technique based on

the superposition of the effects of a group of control signals
on the output video signal. An identification procedure is
performed only once, and the baseline correction can be
computed (on-line and off-line) as the superposition of the
calibrated effects for any readout sequence, either under
ROI or EOI. The identification procedure is performed in
the pixel values and not in the raw video signal, thus
simplifying the implementation as discussed in the
Supplemental Material [24].
Experimental results.—The experimental proof of con-

cept of the technique is done switching between N ¼ 1 and
N ¼ 500 for ROI and EOI experiments. N ¼ 500 results in
deep subelectron noise operation and therefore any artifact
introduced by the proposed adaptive readout would impact
the measured total noise. Also, the jump between N ¼ 1 or
N ¼ 500 produces a large change in the baseline allowing
to test the capability of the readout routine to compensate
for these perturbations.
Inside a dewar, the skipper-CCD is operated at high

vacuum (approximately 10−4 mbar) and at a temperature of
140 K. The sensor is a fully depleted CCD developed by
Lawrence Berkeley National Laboratory, LBNL [6]. The
low threshold acquisition controller (LTA) [25] is used for
readout and control.
We report three experiences: (i) ROI specified before the

readout, (ii) EOI experiment choosing different charge
ranges, and (iii) a combination of both: once a pixel is
detected in EOI, a ROI to the right of that pixel is readout
with large N to achieve subelectron noise.

For the on-line implementation of the EOI, the first
measurement of the pixel is corrected by the baseline
algorithm. If the value is within the charge range set by the
user, N − 1 further samples are taken of the same pixel.
However, if the first value is outside the range, the readout
sequence continues with the next pixel. The complete
baseline compensation is applied to the final image. For
the ROI strategy the compensation is only applied to
the final image. Further details can be found in the
Supplemental Material [24].
Experiment with ROI: Figure 3 shows an image

acquired with the proposed ROI technique. To show the
versatility, ROIs were defined by the words “SMART
SKIPPER”: noise is 0.13e− inside the letters and 3e−

outside. Both noise measurements are obtained by
Gaussian fits of the histograms, as shown in the figure.
This is the theoretical expected reduction of noise when
going from N ¼ 1 to N ¼ 500: σPi;skp

¼ σ0=
ffiffiffiffi
N

p ¼
3=

ffiffiffiffiffiffiffiffi
500

p
≈ 0.13 which proves that the baseline compensa-

tion technique does not harm the sensor charge resolution.
Experiment with EOI: Figure 4 show an image taken

with the proposed technique after a long exposure time to
collect charge from intrinsic ionization in the sensor, with
N ¼ 500 for pixels with 0e− to 42e− and N ¼ 1 for pixels
with < 0e− or > 42e−. Two notable regions are observed:
part of the active region of the sensor with interacting
particles and an overscan region starting in column 321.
The resulting pattern of Skipper samples N is depicted at
the bottom. Because of the long exposure, most of the
active region is modestly charged and therefore read with
N ¼ 500. The exceptions are the energetic muon and
electron tracks, where most pixels have charge greater
than 42e− and are automatically read with N ¼ 1. In the
overscan region mostly empty pixels are present resulting

FIG. 2. Baseline of raw video signal in volts. Part of one row,
the first 3039 pixels use N ¼ 1 and the others N ¼ 100. At the
top, insets illustrate clock sequences and their voltage swings. At
the bottom, enlarged regions of the baseline corresponding to the
samples of a single pixel read with N ¼ 1 at t ≈ 0.05 and with
N ¼ 100 at t ≈ 0.215.

FIG. 3. Measurement using ROI technique. Pixels in the words
have N ¼ 500 (right scale); pixels outside the words have N ¼ 1
(left scale). sf was zero in most pixels, with some pixels having
sf ¼ 1, 2, 3 or very large values for the two muon tracks that are
observed.
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in a random pattern of N ¼ 1 and N ¼ 500 and showing
the versatility of the system to change the value of N in
every pixel.
Figure 5 shows two histograms in logarithmic scale as a

result of applying the EOI technique in two different
experiments. Peaks at integer numbers of electrons are
clearly observed in two different charge intervals where
charge quantization is achieved using N ¼ 500.
In both measurements, the envelope of the histograms

has two distinctive bumps: one around 0e− from mostly
empty pixels (mainly from the overscan) and another one
centered at approximately 20e− (from the active region).
The latter shows, in logarithmic scale, the characteristic
Poisson distribution.
A half Gaussian distribution is observed at the left of 0e−

in the histogram at the top. The green line shows a fit with a
standard deviation σ0 ¼ 3e−, which is the expected readout
noise for N ¼ 1. For N ¼ 500 the results are depicted in
red with a fit of the 20e− peak. The standard deviation of
the fit is σPi;skp

¼ 0.13e−, again verifying the theoretical

prediction for independent averaged measurements despite
changing N dynamically based on the pixel charge. The
histogram at the bottom, for charge in the interval 15e− to
19e−, also shows the Gaussian fitting and the same noise
performance.
Experiment combining ROI and EOI: We combine

both ROI and EOI techniques using the ionization pro-
duced by a muon track to trigger subelectron pixel
measurement.
The charge range is set between 52e− and 6250e− to

avoid false trigger from dark current generation. If the
charge of a pixel is in the range, the current and the
following 99 pixels are readN ¼ 500 times, independent of
their charge value.
Figure 6 shows a fraction of the image where a muon was

detected (straight line). The muon is seen mostly in red
colors indicating hundreds or thousands of electrons
deposited in those pixels. To the right of the muon, 99 pixels
were also read with N ¼ 500 samples per pixel; those
pixels are observed as a white parallelogram ROI composed
mostly of empty pixels (white pixels) and some pixels
with 1,2,3,� � �e−.
This experiment shows that it is possible to combine both

techniques, which could be useful to study the charge
generation around certain events of interest.
Scientific applications.—New astronomical instru-

ments: The potential of the subelectron noise of the
Skipper CCD is being explored for terrestrial astronomy
[6,15] for signals with small SNR. Acquisitions with
limited exposure time naturally produce low SNR obser-
vations where the impact of readout noise is high. Authors
claim that a reduction of 100 in the readout time is still
required, which is similar to the time reduction obtained by
EOI in previous section in systems limited by photon
arrival statistics. Moreover, for spectrography instruments
where spectra are well defined areas in the sensor [26],
a ROI strategy could further improve the readout speed.
To quantitatively address this scenario we obtained a real
image from the LDSS-3 [T. Diehl 2018, private commu-
nication], a high efficiency optical wide-field imager

FIG. 4. (Top) Image using EOI technique. (Bottom) N for each
pixel.

FIG. 5. Pixel histograms for EOI technique. N ¼ 500 for
charge ranges 0e− to 42e− (top) and 15e− to 19e− (bottom).
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FIG. 6. Experiment combining ROI and EOI. Two color scales:
on the left pixels with N ¼ 1 and a noise of 3e−, and on the right
pixels with N ¼ 500 and a readout noise of 0.13e− (and therefore
quantized charge).
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and multi-slit spectrograph [27]. The value N for each pixel
based on the Poisson uncertainty was computed and
resulted in a reduction of the readout time of a factor of 100.
Quantum imaging techniques: A pair of photons can

exhibit spatial, spectral and polarization quantum entan-
glement. Spatial entanglement has been extensively
explored for quantum communication [28]. Spontaneous
parametric down-conversion crystals have eased the pro-
duction of entangled pairs over a large number of positions
[29] for example for ghost imaging [30,31]. Intensity
correlation can be used for several other imaging tech-
niques [32] such as fluorescence correlation spectro-
scopy [33]. Two-dimensional semiconductor devices pro-
vide a good sensor solution for these applications [34]. In
particular, the single photon counting capability and large
quantum efficiency of the Skipper CCD make it a pro-
mising technology in the field [14]. Moreover, as detailed
in Ref. [32] on-chip noise sources impact the final
measurable correlation of entangled photons, and therefore
the EOI and ROI strategies can be used due to the high
spatial and intensity correlation between entangled photons
in two known regions of the image.
Exoplanet search and study: Direct imaging space

telescopes for exoplanet detection and characterization
are being planned [35]. One of the main goals for future
missions is to search for near-infrared photons at 950 nm
from water vapor in the atmosphere of potentially habitable
planets. A sensor with large quantum efficiency and
subelectron readout noise is required. The Skipper CCD
has been identified by NASA as a promising technology
that meets both requirements [16,35,36]. Moreover, the
radiation hardness compared to EMCCD makes it more
suitable for space missions. The main identified challenge
is the slow readout time (≈20 min for 1 Mpixel array read
by one amplifier at deep subelectron noise). According to
Ref. [37] less than 200 hundred pixels per spectral element
will be needed for the mission’s spectrograph. To overcome
the readout time limitation one possibility is to use the ROI
strategy to directly focus on the key wavelengths and meet
the 20 sec readout time constraint [36].
Electron pump for quantum metrology: Recently there

has been a redefinition of the ampere by means of the
charge of the electron [38,39]. One of the technolo-
gical candidates for metrology is the single-electron tran-
sistor (SET) [40]. These quantum devices are operated at
milli-Kelvin temperatures, which complicates the scaling
required to achieve reasonable practical currents (in the
order of 1 μA). The Skipper CCD is a promising techno-
logy for the development of a current source with single-
electron manipulation. Although scaling is still a challenge,
one advantage is its higher temperature of operation (in the
order of 100 K). To reach an stable average current a smart
readout technique is mandatory, since charge should be
measured and drained out of the device at a rate that
depends on the actual charge packet measurement [41].
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