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The Kondo effect is a prominent quantum phenomenon describing the many-body screening of a local
magnetic impurity. Here, we reveal a new type of nonmagnetic Kondo behavior generated by gauge
fluctuations in strongly correlated baths. We show that a nonmagnetic bond defect not only introduces the
potential scattering but also locally enhances the gauge fluctuations. The local gauge fluctuations further
mediate a pseudospin exchange interaction that produces an asymmetric Kondo fixed point in low energy.
The gauge-fluctuation-induced Kondo phenomena do not exhibit the characteristic resistivity behavior of
the conventional Kondo effect, but display a nonmonotonous temperature dependence of thermal
conductivity as well as an anisotropic pseudospin correlation. Moreover, with its origin from gauge
fluctuations, the Kondo features can be regarded as promising indicators for identifying quantum spin
liquids. Our work advances fundamental knowledge of novel Kondo phenomena in strongly correlated
systems, which have no counterparts in thermal baths within the single-particle description.
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Introduction.—The Kondo problem, which treats a
magnetic impurity in metals [1], is of key importance in
material science, as its solution by renormalization group
(RG) [2] and Bethe ansatz [3] invokes some of the most
profound concepts and techniques in theoretical physics
[4]. When a magnetic impurity is coupled to bath electrons,
the magnetic scattering becomes essential and drives a
many-body resonance. The Kondo singlet is then formed,
displaying the Fermi liquid behavior [5]. In this Letter,
we shall extend the scope of Kondo physics to a new
avenue, namely, describing bond defects in quantum spin
liquids (QSLs).
QSLs are exotic states of strongly correlated and

frustrated systems in two dimensions and have constituted
one of the most active fields over the last decades [6,7].
Because of strong quantum fluctuation, various QSLs can
be stabilized, displaying the fractionalized excitations and
emergent gauge field, such as the resonating valence bond
states [8] and the flux phases [9–12]. The gauge fluctua-
tions are the most crucial degrees of freedom reflecting
the nature of QSLs. They can not only ensure the
disordered nature of the deconfined mean-field states
[13], but can also generate anyonic excitations via stat-
istical transmutations [14].
Because of the emergent gauge fluctuations, the impurity

problems in QSLs are complicated and thus have not been
deeply investigated [15,16]. Indeed, there are many impor-
tant questions to be answered, even if a nonmagnetic defect
is considered. For example, is there any nontrivial interplay
between the defect and the gauge fluctuations? Moreover,

will any novel many-body resonances take place, as a result
of the gauge fluctuations?
In this Letter, we reveal novel Kondo signatures of a

nonmagnetic defect driven by gauge fluctuations in flux
phases. The flux phases, which describe effective fermions
moving under flux [10], have been extensively studied in the
last decades. They were proposed to enjoy intimate con-
nections with several fundamental topics, including the
deconfined quantum criticality [17,18], QSLs [19,20], and
high-Tc superconductivity [21]. Here, we unveil salient
features of a bond defect in the renowned flux phases. We
find that the defect not only introduces the potential scatter-
ing but also locally enhances the gauge fluctuations, as
shown by Fig. 1(a). The gauge fluctuations are able to
mediate fermion-fermion interactions. Here, a pseudospin
exchange term between the defect and the bath is locally
induced. This leads to a low-energy effective theory formally
similar to the Kondo problems in Dirac semimetals or
graphene [22–29], but with several key distinctions.
Particularly, the pseudospin exchange interaction is found
to be highly anisotropic and occurs simultaneously with the
potential scattering. These distinct features result in an
asymmetric Kondo (AK) fixed point. Consequently, a
pseudospin Kondo singlet is generated in low energy with
newKondo features, as shown by Fig. 1(b). In sharp contrast
with the Kondo effect in normal metals, here we predict a
nonmonotonous temperature dependence of thermal con-
ductivity as well as an anisotropic pseudospin correlation.
Our work discovers a new mechanism for Kondo

behavior in strongly correlated baths. It implies that the

PHYSICAL REVIEW LETTERS 127, 237202 (2021)

0031-9007=21=127(23)=237202(6) 237202-1 © 2021 American Physical Society

https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.127.237202&domain=pdf&date_stamp=2021-12-01
https://doi.org/10.1103/PhysRevLett.127.237202
https://doi.org/10.1103/PhysRevLett.127.237202
https://doi.org/10.1103/PhysRevLett.127.237202
https://doi.org/10.1103/PhysRevLett.127.237202


magnetic scattering is no longer necessary for generating
Kondo behavior when gauge fluctuations come into play.
More importantly, since the emergent Kondo features are
direct consequences of gauge fluctuations, they can serve
as promising indicators for QSLs. Our work therefore
opens an unprecedented avenue to explore many-body
resonances with new mechanisms, which may unveil the
mysteries of the emergent gauge fluctuations in QSLs.
Chern-Simons representation of flux phases.—We first

derive the flux phases from the spin-1=2 XXZ model based
on the Chern-Simons (CS) representation [30–36], which
will facilitate the study of the impurity problem.
The spin raising and lowering operators are statistically

equivalent to hardcore bosons. To avoid the hardcore
condition, we represent the spin operators by spinless
fermions. Moreover, in order to ensure the bosonic sta-
tistics, a flux quanta has to be attached to each fermion, as
shown by Fig. 2(a). This constitutes an exact representation
of the spin excitations (see Supplemental Material [37]).
The attachment of a flux quanta can be achieved by

coupling a CS gauge field Aμ [30] to the fermions, with the
action

SCS ¼
1

4π

Z
d2xdtϵμνρAμ∂νAρ; ð1Þ

which is a pure gauge theory that has no contribution to the
system energy [14].
We now consider a fermion hopping from r to r0 on

the honeycomb lattice as an example. An additional
phase will be generated during the hopping, namely,
Ar;r0 ¼

R
r0
r dr00 ·Aðr00Þ, where AðrÞ is the spatial compo-

nent of Aμ. Moreover, the flux in any plaquette can be
rigorously obtained by the contour integral as [37]

ϕr ¼
I

dr00 ·Aðr00Þ ¼ 2πnr: ð2Þ

Hereby, we have labeled the plaquette by its bottom-left site
r. Equation (2) constitutes a flux condition in the CS
fermion representation, which requires that the flux in the r
plaquette be proportional to the local fermion number.
Using the above formalism, the XXZ model can be

fermionized as H ¼ H0 þHint [37], where

H0 ¼
X
r;r0

ðtr;r0f†reiAr;r0fr0 þ H:c:Þ ð3Þ

comes from the XY term, and Hint ¼
P

r;r0 ur;r0 ðnr −
1=2Þðnr0 − 1=2Þ is the local interaction arising from the
Ising term. We note that H has particle-hole symmetry.
The gauge field in Eqs. (1) and (3) has fluctuations.

However, for stable flux phases, the gauge fluctuations are
irrelevant [51] in the sense that they only provide a flux
background that modulates the energy of fermions [37,51].
Then, Eq. (3) is reduced to the exact flux model inves-
tigated by Lieb [10]. It was proved that the saddle point
of Eq. (3) corresponds to the 2π-flux phase [10], where
ϕr ¼ 2π (mod 2π) in all the hexagons. Moreover, Hint is
found irrelevant for ur;r0 ≲ tr;r0. Correspondingly, as shown
by Fig. 2(b), two low-energy Dirac fermions emerge,
located at Ka in momentum space, with the valley index
a ¼ �, i.e.,

H0 ¼ vF

Z
d2k
ð2πÞ2 f

ðaÞ†
k;α σ

ðaÞ
αβ · kfðaÞk;β; ð4Þ

where the sum of repeated indices is understood. σðaÞ is the
Pauli matrix defined in the pseudospin (sublattice) space
and is generally valley dependent. Equation (4) together
with Eq. (1) concisely describes the flux phases under the
CS representation, as long as they are stabilized.
Local gauge fluctuations excited by defect.—We now

consider the bond defect, with the hopping ϵ < t and t
the nearest-neighbor (NN) hopping. The Hamiltonian in
Eq. (3) still respects the particle-hole symmetry, as well as

FIG. 2. The flux attachment and emergent flux phase. (a) The
CS representation of the spin excitations. Each spinless fermion is
attached to a flux quanta, reproducing the SU(2) algebra of the
spin operators. (b) On honeycomb lattice, the saddle point
solution is obtained, i.e., the flux phase with 2π flux in each
hexagon. This state exhibits low-energy Dirac fermions with the
valley degrees of freedom Kþ and K−.

(a) (b)

FIG. 1. Demonstration of the gauge field-induced Kondo
physics on honeycomb lattice. (a) A bond defect (the dashed
line) with quenched local hopping tr0A;r0B ¼ ϵ < t is considered
on top of the flux phase, where t is the nearest-neighbor hopping.
For ϵ → 0, the two hexagons adjacent to the quenched bond
become connected, forming a doubled plaquette. Opposite
fluctuations, þδϕ and −δϕ, are enabled in the two hexagons,
which can be equivalently represented by the local gauge terms
Ar0;r on the four bonds denoted by the doubled lines. (b) The
defect consists of two sites with A and B sublattice (the red and
blue dot), forming an effective local pseudospin moment (the
thick arrow in the shaded region). The bath fermions then screen
the effective local momentum, resulting in a pseudospin Kondo
singlet.
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a reflection symmetry with respect to the bond center P,
as shown by Fig. 3(a). In this case, Lieb’s theorem is
applicable, which states that the 2π flux is maintained in the
plaquettes that intersect P [10].
So far,wehave neglected thegauge fluctuations,which are

irrelevant for flux phases stabilizedonperfect lattices. Since a
defect is now involved, the gauge fluctuations need to be
considered more carefully. As indicated by Fig. 1(a), for
ϵ → 0, the two hexagons sharing the bond become con-
nected, forming a doubled plaquette. Then, opposite fluctu-
ationsþδϕ and−δϕ can naturally emerge in each of the two
hexagons. Thus, a sufficiently strong bond defect with ϵ ≪ t
is expected to locally enhance the gauge fluctuations.
To verify the above expectation, we perform a self-

consistent calculation on a finite lattice [37], with the fluxes
treated as variational parameters. We start from initial states
with randomly generated fluxes and optimize them by
minimizing the system energy. Fast convergence to 2π flux
is observed for most plaquettes. However, for ϵ ≪ t, it is
found that the fluxes at the defect site δϕr0 can hardly
converge, and they display a dependence on the initial
states. Such numerical fluctuations essentially reflect
the strong gauge fluctuations around the saddle point.
To describe the fluctuation, we define ϕ̄r ¼ hϕri and
δϕr ¼ ðhϕ2

ri − hϕri2Þ1=2, where h…i denotes the expect-
ation over the random initial states. Clearly, ϕ̄r and δϕr are
numerical simulations of the saddle point fluxes and the
gauge fluctuations, respectively.
We calculate ϕ̄r and δϕr along the dashed trajectory in

Fig. 3(a). As shown in Fig. 3(b), ϕ̄r converges to 2π (gauge
equivalent to 0) for all the plaquettes. Moreover, although
δϕr ¼ 0 is obtained for most plaquettes, δϕr0 exhibits a
significant fluctuation. In addition, as shown by Fig. 3(c),
δϕr0 first changes slowly with decreasing ϵ and then grows
fast for ϵ ≪ t, implying that only a strong defect can
enhance the local gauge fluctuations.

The above numerical results reveal two important facts.
First, the saddle point of Eq. (3) is still the 2π-flux phase,
even if a bond defect is taken into account, in accordance
with Lieb’s theorem [10]. Second, the defect further
enables local gauge fluctuations around the saddle point,
in the plaquettes nearby the defect, consistent with the
intuitive picture illustrated by Fig. 1(a).
Let us now focus on the defect site r0. The r0 plaquette

has the saddle point flux 2π (mod 2π), as was proved
by both Lieb’s theorem and the self-consistent calcu-
lations. Moreover, we recall that the flux must be
bound to the fermion number according to Eq. (2).
Therefore, a local constraint at r0 is obtained, namely,
nr0 ¼ nr0;A þ nr0;B ¼ 0, 1, 2. Then, the particle-hole sym-
metry further fixes a single-occupation constraint condi-
tion [37], nr0;A þ nr0;B ¼ 1. Thus, the site r0 can only be
occupied by a single fermion with pseudospin A or B. An
effective impurity therefore emerges, displaying a pseudo-
spin-1=2 moment, as indicated by Fig. 1(b). In order to
facilitate the following analysis and distinguish the impu-
rity fermions from the rest, we introduce the notation
dr0;α ¼ fr0;ᾱ. Then, the single-occupation condition is cast
into the simple form

X
α

d†r0;αdr0;α ¼ 1: ð5Þ

In addition to Eq. (5), we have also shown that the
fluctuation δϕr0 around the saddle point has to be taken
into account for ϵ ≪ t. This can be equivalently written into
local hoppings between the impurity states (dr0;α) and the
bath fermions (fr;α), i.e.,

Hloc ¼
X
r;α

tr;r0f
†
r;αeiAr;r0dr0;α þ H:c:; ð6Þ

where the CS gauge field Ar;r0 participates in the hopping
processes. The sum here involves four local terms, as
indicated by the double-lined bonds in Fig. 1(a).
Gauge field-induced pseudospin Kondo model.—So far,

we have rigorously derived an effective model for ϵ → 0,
which consists of a pseudospin-1=2 impurity (dr0;α) and a
thermal bath (fr;α). The bath, in essence, is a 2π-flux phase
with two vacancies at r0. It is thus described by

Hbath ¼ vF

Z
d2k
ð2πÞ2 f

ðaÞ†
k;α σ

ðaÞ
αβ · kfðaÞk;β þ Vf†r0;αfr0;α; ð7Þ

where the strong local potential V efficiently removes the
two sites at r0 [52].
As discussed, the bath fermions are coupled to the

effective impurity via Eq. (6), which includes the local
CS gauge field Ar;r0 . It is well known that the gauge field
can mediate the electron-electron interaction in quantum
electrodynamics. By analogy, here, the local CS gauge field

(a) (b)

(c)

FIG. 3. The effect of the bond defect on the flux phase. (a) The
quenched bond is placed at the center of an 8 × 10 lattice. The
system respects the reflection symmetry P. (b) ϕ̄r and δϕr
obtained by the gradient descendant method (see Supplemental
Material [37]). The expectations are evaluated with 200 random
initial flux configurations. The x axis denotes the ten plaquettes
along the dashed trajectory in (a), from the r−5 to r4. The r0
plaquette is the one adjacent to the quenched bond, whose
hopping is taken as ϵ ¼ 0.01. (c) δϕr0 as a function of ϵ. The
NN hopping is taken as t ¼ 1.
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Ar;r0 will induce a local interaction between the bath and
impurity. We therefore integrate out the local gauge
fluctuations in Eqs. (1) and (6). In the continuum limit,
a four-fermion term is generated as [37]

δH ¼ Jeff
X
α

f†r0;αfr0;ᾱd
†
r0;ᾱdr0;α: ð8Þ

Clearly, this describes the pseudospin-flip processes when
the bath fermions (fr;α) are scattered by the impurity (dr0;α).
The gauge fluctuations here act as a “strong glue,” and the
resultant coupling constant Jeff is found to dominate over
the energy scale of the Dirac fermions described by Hbath.
We observe a great similarity between Eq. (8) and

the SU(2) Coqblin-Schrieffer model [53]. Indeed, after
introducing the SU(2) generator, Xαβ ¼ d†αdβ − δαβ=2, and
X12 ∼ Sþ, X21 ∼ S−, Eq. (8) along with the single-
occupation condition in Eq. (5) is exactly mapped to the
pseudospin exchange interaction,

HK ¼ JeffSp · ðf†r0;ασαβfr0;βÞ; ð9Þ

where Sp ¼ ðSx; SyÞ is the effective pseudospin-1=2 oper-
ator at r0. Since only ðSx; SyÞ is present, the interaction HK

is highly anisotropic.
We have finally arrived at the low-energy effective

theory for the renowned flux phases with a strong bond
defect, i.e., Eqs. (7) and (9). Interestingly, an anisotropic
pseudospin Kondo model emerges on top of the Dirac
fermions with two valleys and a strong local potential V.
Asymmetric Kondo fixed point.—Equations (7) and (9)

are similar in their form to the Kondo problems in Dirac
semimetals or graphene [22–28]. However, there are
several key distinctions. First, the bath is composed of
effective fermions deconfined from the original quantum
spin model. They neither carry charge nor spin, but
pseudospin. Second, the bath fermions exhibit a pseudo-
spin-momentum locking, as explicit in Eq. (7). Their
pseudospins are therefore fully polarized. Third, the
exchange interaction in Eq. (9) is not SU(2) invariant,
but highly anisotropic with only the XY coupling. Last, the
potential scattering V and the pseudospin exchange Jeff
simultaneously take place in Eqs. (7) and (9). Thus, the
interplay between them is non-negligible [28].
We first perform a RG analysis, treating V and Jeff as

perturbations (see Supplemental Material [37]). To two-
loop order, the RG flow is obtained as dJeff=dl ¼ −Jeff þ
J2eff − J3eff=2 and dV=dl ¼ −V. Both V and Jeff are
irrelevant, flowing to the local momentum (LM) fixed
point with ðV; JeffÞ ¼ ð0; 0Þ, as shown by the blue dot in
Fig. 4(a).
The above perturbative RG flow breaks down for large V

and Jeff , and is therefore not applicable to the current case.
For large V and Jeff , we identify a stable AK fixed [54,55]
with ðV; JeffÞ ¼ ð∞;∞Þ, based on the duality between the

strong-coupling Kondo model and the weak-coupling
Anderson model [4,38]. By investigating the RG flow
of the dual Anderson model, the fixed points far away
from ðV; JeffÞ ¼ ð0; 0Þ can be derived [37], producing the
complete RG flow as shown by Fig. 4(a). Interestingly,
since this emergent Kondo problem is characterized by
large V and Jeff , the system is always located in the “basin
of attraction" of the AK fixed point, as indicated by the
shaded regime in Fig. 4(a).
The AK fixed point naturally arises as a result of the

interplay between V and Jeff . For V ¼ 0, Jeff is always
irrelevant due to the vanishing density of states (DOS) at
the Dirac point. The scattering V, in a sense, acts as a local
chemical potential and enhances the local DOS (LDOS),
which in turn favors the Kondo screening. We further
perform a full-density matrix numerical renormalization
group (NRG) calculation [37,39,40]. Figure 4(b) shows the
calculated dynamical spin susceptibility χimpðωÞ for differ-
ent V with Jeff ¼ 1. In low energy, the calculated χimpðωÞ
displays the scaling χimpðωÞ ∝ ω for V ≠ 0, implying the
occurrence of the Fermi liquid behavior from the Kondo
fixed point. Therefore, the system flows to the AK (LM)
fixed point for V ≠ 0 (V ¼ 0), consistent with the thick
orange (blue) RG trajectory in Fig. 4(a).
So far, all the results are obtained for a short-range

coupling Jeff . If one assumes a long-range jrj dependence
of JeffðjrjÞ, then the intervalley scattering amplitude will
become smaller compared to the intravalley one. In this
case, the two-channel Kondo physics can be relevant
[37,41], resulting in the non-Fermi-liquid fixed point as
well as the crossover between the Fermi liquid and non-
Fermi-liquid behavior.
Conclusion and discussion.—The predicted Kondo

behavior exhibits several unique features that are exper-
imentally measurable. First, although the local Kondo
resonance arises from an unusual mechanism, it will still

(a) (b)

FIG. 4. The fixed points of the effective theory. (a) The LM and
AK fixed point are found, together with a third unstable fixed
point with ðV; JeffÞ ¼ ð0;∞Þ. The gauge field assisted Kondo
model lies in a basin of attraction governed by the AK fixed point,
as indicated by the shaded regime. (b) The NRG results of the
imaginary part of the dynamical spin susceptibility χimpðωÞ. The
system always flows to the LM fixed point for V ¼ 0, corre-
sponding to the horizontal blue RG trajectory in (a). The Fermi
liquid behavior with χimpðωÞ ∝ ω is found for finite V and large
Jeff , justifying the flow to the AK fixed point in correspondence
to the thick orange trajectory in (a).
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exhibit a LDOS peak near the Fermi energy. The scanning
tunneling microscopy and spectroscopy measurements may
be applicable for measuring the impurity LDOS. Second,
since the screening is formed by deconfined and chargeless
excitations rather than electrons, the characteristic resis-
tivity behavior of the conventional Kondo effect does not
take place here. Third, the nature of fixed points can be
manifested by thermal transport [42,43]. We have calcu-
lated the thermal conductivity σEðTÞ=T at low energy
scales near the AK fixed point based on the conformal
field theory [41,44–49,56]. It is found that σEðTÞ=T scales
as σEðTÞ=T ∼ T2 at low temperatures [37]. Moreover, it is
known that the potential scattering V can bring about
significant deviations from the universal scaling at higher
temperatures (T ≳ TK , with TK the Kondo temperature)
[42,57]. Therefore, a nonmonotonous temperature depend-
ence of the thermal conductivity is expected. Last, because
of the pseudospin-momentum locking of the bath, both the
pseudospin and the orbital angular momentum will par-
ticipate in the screening process. This always leads to an
anisotropic pseudospin correlation, which has been proved
by Ref. [50] in the context of topological superconductors.
This Letter reveals a gauge-fluctuation-induced Kondo

behavior. The Kondo screening here is caused by gauge
fluctuations and therefore has a fundamentally different
origin from the conventional Kondo effect. Nevertheless,
it provides a promising indicator for identifying QSLs.
These results are generalizable to flux phases stabilized
on different lattices and other physical systems (see
Supplemental Material [37]). Particularly, the fermions
coupled to stable gauge fluxes can also emerge from
interacting bosonic systems with degenerate single-particle
dispersions [58–60], e.g., the dilute atomic gases [61].
Furthermore, it is highly desirable to verify our theory by
large-scale numerical simulations. For example, the quan-
tum Monte Carlo calculations may be applied if the sign
problem can be avoided in some flux phases [62].
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