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Unstable zone-boundary phonon modes drive atomic displacements linked to a rich array of properties.
Yet, the electronic origin of the instability remains to be clearly explained. In this Letter, we propose that
bonding interaction between Bloch states belonging to different wave vectors leads to such instability via
the pseudo- or second-order Jahn–Teller effect. Our first-principles calculations and representation theory-
based analyses show that rotations of anion coordinated octahedra, an archetypal example of zone-
boundary phonon condensations, are induced by this bonding mechanism. The proposed mechanism is
universal to any non-zone-center phonon condensations and could offer a general approach to under-
standing the origin of structural phase transitions in crystals.
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Collective changes in atom positions often have drastic
influences on the physical properties of solids. Examples
include polar atomic displacements emerging from the
condensation of a transverse optic phonon at the Brillouin-
zone center (wave vector q ¼ 0) [1] through which the
crystal acquires a ferroelectric nature. Displacements with
finite wave vectors can also lead to functionalities inac-
cessible by zone-center phonon condensations. In particu-
lar, rotations of rigid polyhedral units, which arise from the
condensation of phonon modes at the Brillouin-zone
boundary, have recently attracted attention because of their
strong coupling to magnetic [2–4], electric [5–7], thermal
[8–10], conducting [11,12], and emitting [13] properties as
well as their utility for realizing cross-coupled multiferroics
[14–16].
Key electronic features that favor the zero-q displace-

ments have been unveiled over the past few decades
[17–20], facilitating the design of new polar materials.
In contrast, up to now, available information on the
mechanism driving nonzero-q displacements has been
almost limited to the classical information [21]. For
example, octahedral rotations (ORs) in perovskitelike
compounds have long been attributed to ionic size mis-
match, i.e., a coordination preference of A-site cations [22].
Even though this explanation is useful for foreseeing
whether a given material will exhibit ORs or not, it lacks
the ability to predict the rotational pattern, which is actually
sensitive to electron correlations as reported in Ref. [23]. A
deep insight would be highly desirable for harnessing
nonzero-q displacements and paving a promising route
to manipulate the material’s functionality.
This Letter proposes a quantum-mechanical and group-

theoretical framework for explaining the driving force for
nonzero-q displacements in terms of electronic band

structures. We employ an approach adopting a second-
order Jahn–Teller (SOJT) effect [24], which has been
successfully applied with point-group analyses to describe
the electronic origin of zero-q displacements [17] and
molecular deformations [25,26]. Although previous studies
have discussed mechanisms behind some zone-boundary
distortion from the perspective of electron-lattice inter-
actions [27–29], there are, to our knowledge, no reports
offering a general approach applicable to any arbitrary
displacement in a material. Here, we utilize space-group
representation theory to treat translational symmetry break-
ing by nonzero-q displacements and consequently demon-
strate that the SOJT-based approach can go beyond zero-q
displacements while preserving its general applicability.
We apply our method to A-site-empty perovskites, i.e.,
ReO3-type BX3 compounds, and reveal why the octahedra
rotate even without A-site cations. A study on ABX3

perovskites is given in the Supplemental Material [30].
Our findings highlight that bonding interactions signifi-
cantly contribute to the driving mechanism of the ORs,
which was believed to be genuinely geometric.
We start by reviewing perturbative treatments of the

SOJT effect [48,49], which enables deriving selection rules
that underlie our discussion. The total energy (E) of a
system with Hamiltonian H can be expanded in terms of
normal coordinate (Q) about the reference phase:

E ¼ E0 þ h0jHð1Þj0iQ

þ 1

2

�
h0jHð2Þj0i − 2

X
n

jh0jHð1Þjnij2
En − E0

�
Q2 þ � � � ; ð1Þ
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Hð1Þ ¼ ∂H
∂Q

����
Q¼0

; and Hð2Þ ¼ ∂2H
∂Q2

����
Q¼0

: ð2Þ

E0 and En refer to the energy of the ground state j0i and
excited state jni, respectively, both of which are eigenstates
of the Hamiltonian for the reference phase with the space
group G. Let j0i and jni transform as irreducible repre-
sentations (irreps) Φ0 and Φn of G, respectively. Note that
Hð1Þ transforms as the same irrep as Q and the correspond-
ing phonon mode [50]; it will be denoted by ΦP. Of the
quadratic terms in Q, the first one is positive in an
approximation in which the wave functions are frozen,
favoring the structure with Q ¼ 0. On the other hand, the
second term −2

P
nf½jh0jHð1Þjnij2�=½En − E0�g is negative

unless the matrix element h0jHð1Þjni is forced to vanish by
symmetry. The following two conditions should be fulfilled
for the magnitude of the second term to be larger than that
of the first one so that the system undergoes the energy-
lowering structural distortion, which is known as the strong
SOJT effect [26]. First, the direct product Φ0 ⊗ ΦP ⊗ Φn
should contain the totally symmetric representation of G or
equivalently Φ0 ⊗ Φn should contain ΦP to attain a non-
zero value for h0jHð1Þjni [51], representing the mixing of
two electronic states in response to displacement perturba-
tion. Second, the energy gap En − E0 in the denominator
should be small. Therefore, a distortion occurs if the
corresponding phonon mode is symmetry allowed to
invoke mixing of the ground and low-lying excited states.
The mixing of electronic states is referred to as covalent

bond formations in the low-symmetry phase [26]. Let us
consider a polar displacement (q ¼ 0) in BaTiO3 [Fig. 1(a)].
In the high-symmetry Pm3̄m structure, the valence band
(VB, dominated by O 2p) and conduction band (CB,
dominated byTi 3d-t2g) have different symmetries belonging
to distinct irreps, Γ−

4 and Γþ
5 , respectively, whereby the

overlap of the two wave functions is forbidden (step 1).

Once the Ti nuclei shift in a polar fashion (Γ−
4 ), the crystal

symmetry lowers from Pm3̄m to P4mm, and concomitantly
the degeneracies of the two electronic states are lifted (step
2). How they split is defined by compatibility relations [51].
Two-thirds of O 2p and Ti 3d-t2g states now transform as the
same irrep ½Γ5�P4mm [52] so that bonding and antibonding
states appear through electronic relaxation, i.e., orbital
mixing (step 3). Given the appropriate electron count, the
bonding and nonbonding states accommodate the electrons
to stabilize the low-symmetry configuration. This is a
chemistry explanation for the SOJT effect.
The perturbative and symmetry arguments have no

restriction on the q value, implying that this framework
should also provide insights into the origin of nonzero-q
displacements. However, symmetry forbids any Γ–Γ bond
formation—like that shown in Fig. 1(a)—stemming from
displacements with finite q. Although this fact seems to rule
out the possibility that the bonding mechanism is at play,
nonzero-q displacements can give rise to, as we demon-
strate later, mixing between two states with different k-
vectors from each other and thus arise through the SOJT
mechanism.
We utilize the band structure to treat all Bloch states in a

crystal, not just those at the Γ point represented in the
energy diagram. Figure 1(b) illustrates how a displacement
(q ¼ ðπ=aÞ) results in the mixing of a VB state at k ¼
ðπ=aÞ with a CB state at k ¼ 0, where a is the lattice
constant of the reference phase. The VB state cannot
interact with the CB state in the reference configuration
because of the discrepancy in k-vectors (step 1). Once
the crystal experiences a distorting perturbation with the
periodicity of 2a, the unit cell doubles while folding the
electronic bands into the halved first Brillouin zone (step
2). This band folding places the VB and CB states at the
identical k-point, accepting the bond formation required to
stabilize the distorted configuration. The relevant VB and
CB states are most commonly the VB maximum (VBM)
and CB minimum (CBM), respectively, in analogy with
molecular deformations [30]. Note that the k-matching
between two states under perturbation is merely a necessary
condition for the states to mix; namely, we must further
examine whether the direct product Φ0 ⊗ ΦP ⊗ Φn of the
space-group irreps comprises the totally symmetric repre-
sentation or not to make sure that the distorting perturbation
is symmetry allowed to induce bond formation (step 3).
By choosing ORs in ReO3-type BX3 compounds as a

case study, we illustrate how the SOJT-based approach
integrated with space-group representation theory explains
the emergence of nonzero-q displacements. It is believed
that, in perovskites, octahedra rotate to optimize the
coordination environment for A-site cations otherwise
underbonded. However, ReO3-type compounds generally
exhibit ORs rather than remain the aristotype Pm3̄m
structure despite no A-site cations; a majority of fluoride
(pnictide) members crystallize in R3̄c (Im3̄) structures
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FIG. 1. Step-by-step illustration of the SOJT mechanism
driving (a) zone-center (q ¼ 0) and (b) zone-boundary
(q ¼ ðπ=aÞ) phonon condensation.
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involving out-of-phase a−a−a−-type (in-phase aþaþaþ-
type) ORs [53]. Hereafter, we also address this question
as to what drives ORs. First-principles calculations were
performed for ReO3-type compounds—GaF3, RhF3, AlH3,
ReO3, and RhP3—and perovskite BaTiO3 using the projec-
tor augmented-wave method [54,55] and the HSE06 hybrid
functional [56–58] as implemented in VASP code [59–62].
Details are given in the Supplemental Material [30].
We first focus on GaF3, whose R3̄c structure has been

experimentally identified [63]. Figure 2(a) shows that
substantial energy gains relative to the Pm3̄m configuration
are observed for a−a−a−-type and aþaþaþ-type ORmodes
transforming as the irrep Rþ

4 and Mþ
3 , respectively. It means

that the ORs are energetically favorable within density
functional theory. On the other hand, ORs are unfavorable
at the level of an electrostatic model, as evident from the
inset of Fig. 2(a). This qualitative disagreement corrobo-
rates that nonclassical behavior of electrons excluded in
Madelung energy calculations is vital for understanding
stabilization mechanisms behind ORs.

We consider how the R3̄c phase appears through the
SOJT mechanism, i.e., the case of ΦP ¼ Rþ

4 . Discussions
on the in-phase Im3̄ phase and its difference from the R3̄c
phase regarding orbital interactions are given in the
Supplemental Material [30]. The calculated electronic band
structure [Fig. 2(b)] shows that the VBM (CBM) of GaF3
with the Pm3̄m structure is at R (Γ) point and transforms
like the irrep Rþ

4 (Γþ
1 ) of Pm3̄m. Using the irreps of the

VBM, CBM, and considered distortion mode, we calculate
the direct product Φ0 ⊗ ΦP ⊗ Φn:

Rþ
4 ⊗ Rþ

4 ⊗ Γþ
1 ¼ Γþ

1 þ Γþ
3 þ Γþ

4 þ Γþ
5 : ð3Þ

The result contains Γþ
1 , the totally symmetric representation

of Pm3̄m, so that the selection rule is fulfilled, allowing the
Rþ
4 distortion to give rise to an Rþ

4 –Γ
þ
1 interaction. In other

words, the a−a−a−-type ORs are likely to be attributable to
the SOJT mechanism. Compatibility relations reveal that
the VB and CB extrema of the Pm3̄m phase respectively
split as follows:

½Rþ
4 �Pm3̄m → ½Γþ

1 �R3̄c þ ½Γþ
3 �R3̄c; ð4Þ

and

½Γþ
1 �Pm3̄m → ½Γþ

1 �R3̄c: ð5Þ

One can expect that the new bonding and antibonding states
belong to the irrep ½Γþ

1 �R3̄c and that the ½Γþ
3 �R3̄c state

remains nonbonding because of the absence of CB states
with the same symmetry. Although some X–M interactions
couple to the Rþ

4 distortion [30], we ignore them because of
their large energy gaps.
We next assess the dependence of band-resolved pro-

jected crystal orbital Hamiltonian population (COHP)
[64–68] between F 2p and Ga 4s states—composing the
Rþ
4 and Γþ

1 states, respectively [30]—on the rotation
magnitude. The rotation distortion is parametrized by
reaction coordinate λ varying from 0 (fully relaxed high-
symmetry structure) to 1 (fully relaxed low-symmetry
structure). We use negative-signed COHPs (−COHPs)
whose positive (negative) values represent bonding (anti-
bonding) interactions. Figure 2(c) illustrates that the
−COHPs for the Rþ

4 VB states change significantly with
λ. Although there is no bonding interaction for the VB
states in the Pm3̄m configuration (λ ¼ 0), these states split
at finite λ, and the−COHP for the ½Γþ

1 �R3̄c state increases on
approaching λ ¼ 1. This behavior proves that the rotation
magnitude strongly correlates with the degree of Rþ

4 –Γ
þ
1

bonding interaction. The −COHP for the ½Γþ
3 �R3̄c states

remains close to zero, supporting the nonbonding nature
expected from the above symmetry arguments. By check-
ing a decrease in the −COHP with increasing λ, we also
validate the antibonding character of Γþ

1 CB state with

(a) (b)

(f)(e)

(c) (d)

FIG. 2. (a) Total energy and Madelung energy (shown in the
inset) of GaF3 as a function of the amplitude of out-of-phase (Rþ

4 )
and in-phase (Mþ

3 ) OR modes. (b) Electronic band structure for
GaF3 adopting Pm3̄m symmetry with the irrep labels. The band-
resolved −COHPs for the (c) Rþ

4 VB states of GaF3 and (d) Γ−
4

VB states of BaTiO3 as a function of reaction coordinate λ. The
legend on the right explains how the VB states split as λ rises
from zero. Band structures of GaF3 in the energy region near the
(e) VBM and (f) CBM as a function of λ, where all the bands
including those of R3̄c structures (λ ≠ 0) are drawn along the
high-symmetry path of the Pm3̄m structure (λ ¼ 0) via band
unfolding.
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which the considered VB states mix [30]. Figure 2(d) plots
the ─COHPs between Ti 3d-t2g and O 2p states for the Γ−

4

VB states of BaTiO3 against λ, where the low-symmetry
structure corresponds to P4mm one. Comparing Figs. 2(c)
and 2(d) reveals that the evolutions of bonding interactions
in GaF3 are very similar to those in BaTiO3, implying that
Gað4sÞ–Fð2pÞ bonding drives the ORs in the sameway that
Tið3dÞ–Oð2pÞ bonding drives the polar displacements in
BaTiO3. The difference in behavior between the −COHPs
of GaF3 and BaTiO3 when λ → 1 is discussed in the
Supplemental Material [30].
The covalent bonds in BaTiO3 cause a shift down (up) in

energy of its occupied bonding (unoccupied antibonding)
state to produce a net energy gain to the polar phase [69].
Here, we demonstrate that by calculating band dispersions
with varying λ, a similar stabilization arises from Rþ

4 –Γ
þ
1

bonding interactions accompanied by the a−a−a−-type
ORs. In the R3̄c structures where the Rþ

4 VB states split
[Eq. (4)], the increase in λ (and therefore in the OR
magnitude) lowers the energy of the bonding ½Γþ

1 �R3̄c state
while keeping that of the nonbonding ½Γþ

3 �R3̄c state almost
unchanged [Fig. 2(e)]. Also, destabilization of the CB Γþ

1

state in response to the ORs is manifest in Fig. 2(f). Thus,
we find that the ORs—unfavorable in terms of Madelung
energy—become energetically favorable because of the
bonding interaction that stabilizes the electronic system.
Although the ½Γ�Pm3̄m state in Fig. 2(e) shifts upward, the
total energy penalty at the ½Γ�Pm3̄m point is almost zero, not
offsetting the energy reduction at the R point [30]. There is
no conceptual difference from the polar shifts in BaTiO3,
except that for the case of ORs the interacting Bloch states
locate at distinct k-points in the high-symmetry configu-
ration. Note in Fig. 2(e) that the energy of the Mþ

3 VB states
is quite insensitive to the a−a−a−-type ORs, as expected
from symmetry considerations [30]. Instead, the increase in
the aþaþaþ-type rotation in magnitude lowers the energy
of the Mþ

3 state but does not influence the Rþ
4 state [30].

Next, we provide a real-space picture of the bond
formation in GaF3. The Pm3̄m configuration having linear
Ga–F–Ga chains results in an equal amount of constructive
and destructive overlap between the Γþ

1 CB and Rþ
4 VB

states; the two are orthogonal [Figs. 3(a) and 3(b)]. When

the ORs occur so as to bend Ga–F–Ga angle, however, the
two states are no longer orthogonal and can mix to form a
low-energy bonding state. Indeed, the ½Γþ

1 �R3̄c VB state now
exhibits a substantial wave function’s magnitude in an area
between the Ga and F sites [Fig. 3(c)]. This spπ bonding is
reminiscent of the dpπ and dpσ bondings of BaTiO3

[18,70]. One might expect anion–anion bonds to stabilize
the tilted structure because such a stabilization mechanism
is well established in skutterudites such as RhP3 [71–73],
whereas both the F–F bonding and antibonding states
appear below the Fermi energy and offer no net stabilizing
effect [Fig. 4(a)]. This is in striking contrast to P–P bonds
[Fig. 4(b)], i.e., P4 polyanionic rings in RhP3 due to which
the Im3̄ structure is substantially lower in energy relative to
R3̄c and Pm3̄m phases (Supplemental Material [30]).
Both RhF3 and AlH3 crystallize in R3̄c structures

[74,75], where band dispersions near the Fermi levels
(and hence the symmetry of wave functions) are consid-
erably different from those of GaF3. The CB of RhF3
consists mainly of 4d rather than 4s states [Fig. 4(c)], and
the VB of AlH3 is dominated by H 1s states instead of 2p
states of O or F [Fig. 4(d)]. Despite such differences, our
direct product calculations prove that the Rþ

4 distortion can
be stabilized in RhF3 and AlH3 by Rþ

5 –Γ
þ
3 and R−

4 –Γ−
4

bonding, respectively (Supplemental Material [30]). Also
in ReO3, the pair of R

þ
5 and Γþ

3 states is symmetry allowed
to interact under the distortion and results in bonding and
antibonding orbitals. However, both of them are unoccu-
pied, producing no net energy gain [Fig. 4(e)]. ReO3 is

 )c()b()a(

GaF6

FIG. 3. Real part of the wave functions for (a) ½Γþ
1 �Pm3̄m CB and

(b) ½Rþ
4 �Pm3̄m VB states of the Pm3̄m structure, and (c) ½Γþ

1 �R3̄c
VB state of the R3̄c structure. Yellow (blue) isosurface denotes
positive (negative) lobes.
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FIG. 4. Averaged −COHPs of anion–anion bondings (Supple-
mental Material [30]) in the Pm3̄m, R3̄c, and Im3̄ structures of
(a) GaF3 and (b) RhP3. Electronic band structures for (c) RhF3,
(d) AlH3, and (e) ReO3 with Pm3̄m structures.
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therefore predicted to retain the aristotype Pm3̄m structure,
consistent with experimental reports [76,77].
Generally, more than one pair of Bloch states around the

Fermi level interact under a given distortion. For example,
in ReO3, R

þ
4 displacive perturbation permits Rþ

4 –Γ
þ
3 and

Rþ
4 –Γ

þ
5 interactions as well [30]. Although a stabilizing

effect is expected from the former interaction, this would be
counteracted by an energy penalty due to the populated
antibonding state arising from the latter. We believe that an
orbital- and band-resolved decomposition of the quadratic
coefficient of Eq. (1) enables quantitative discussions on
such competing effects, which could be accomplished by
an extension of the approach developed in Ref. [78]. This
may also allow incorporating the effect of hybridization
into the tolerance factor approach [79], leading to a new
descriptor for the structural instability.
To summarize, we have proposed that the SOJT effect,

when combined with the band folding scenario, can
uncover the driving mechanism of nonzero-q displace-
ments. Based on this idea, we have demonstrated that
energy-lowering B–X bondings trigger the ORs even with
the empty A-site cavities. As for ABX3 perovskites [30],
B–X and A–X bondings will cooperatively induce ORs,
though the latter contribution is secondary. Although only
zone-boundary distortions are discussed here, the same
framework can obviously apply to any distortions including
incommensurate modulations. We hope this study leads to a
unified description of a variety of structural distortions in
solids that will be exploited for rational property design.
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