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Towards Glasses with Permanent Stability
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Unlike crystals, glasses age or devitrify over time, reflecting their nonequilibrium nature. This lack of
stability is a serious issue in many industrial applications. Here, we show by numerical simulations that the
devitrification of quasi-hard-sphere glasses is prevented by suppressing volume-fraction inhomogeneities.
A monodisperse glass known to devitrify with “avalanchelike” intermittent dynamics is subjected to small
iterative adjustments to particle sizes to make the local volume fractions spatially uniform. We find that this
entirely prevents structural relaxation and devitrification over aging time scales, even in the presence of
crystallites. There is a dramatic homogenization in the number of load-bearing nearest neighbors each
particle has, indicating that ultrastable glasses may be formed via “mechanical homogenization.” Our
finding provides a physical principle for glass stabilization and opens a novel route to the formation of

mechanically stabilized glasses.
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Glassy materials are known to spontaneously age and
devitrify [1]. The gradual aging-driven drift in the physical
properties of glasses over time is a serious issue for their
applications. For example, localized crystallization can be
detrimental to aqueous media in cryogenics [2—4], phar-
maceuticals [5—7], and optical media [8—10]. There are also
some instances when devitrification may be empirically
tailored to tune the properties of amorphous phases, such as
in metallic glasses [11-13]. However, despite its ubiquity in
supercooled systems, the exact mechanism by which aging
and devitrification occur is not yet understood. Recent
simulations have found that unique, intermittent dynamics
can be seen in poor glass formers at deep supercooling,
accompanied by collective “avalanchelike” displacements
[14]. Further analysis of these “avalanche” events found a
statistical correlation between avalanche incidence and low
local volume fraction [15]. Experimental work on colloidal
glasses has also corroborated a relationship between local
structure, local dynamics, and subsequent devitrification
[16,17]. However, a physical mechanism for devitrification
has not yet been presented. In particular, the relationship
between mechanical stability and devitrification or aging in
these systems as introduced in Ref. [15] remains to be
addressed.

Given the correlation between avalanche initiation and
local volume fraction [15], we take an orthogonal approach
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to previous works by removing inhomogeneities in local
volume fractions and studying the subsequent dynamics.
This strategy is closely linked to studies of hyperuniform
packings, themselves characterized by suppressed long-
range spatial correlations in local density [18,19]. The
system we study is a dense glass of particles interacting via
a repulsive Weeks-Chandler-Andersen (WCA) potential at
thermal energy kzT = 0.025, propagated over time using
standard Brownian dynamics (overdamped Langevin
dynamics) [20]. The system is commonly regarded as
closely approximating hard spheres or experimental col-
loidal systems and has been widely used as an ideal model
system to study aging and devitrification [14-17,21-25].
First, “conventional” glassy (CG) states were prepared
using a modified version of the Lubachevsky-Stillinger
algorithm [26], identical to the method used in previous
work [15]. Initial particle sizes are monodisperse, o; = 1
for all i, where o; is the size of particle i in the repulsive
WCA potential. After an initial configuration is generated
at some bulk volume fraction ¢, the energy of the packing
is minimized using the FIRE algorithm [27] to relax
residual stresses introduced by the quench.

In order to flatten the spatial volume fraction profiles, we
adapt a recently developed method for making hyperuni-
form packings [19]. The local volume fraction, ¢;, of
particle i is estimated using a radical Voronoi tessellation.

© 2021 American Physical Society
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FIG. 1. Homogenization of local volume fractions. (a) [llustra-
tion of the ¢; flattening algorithm. A Voronoi tessellation is taken
of an energy minimized configuration (solid blue). Particles are
resized to match the local ¢; to the (¢;) (dashed red) before being
relocated to the center of the Voronoi cell (crosses). The energy is
minimized again before the process is repeated until this global
operation no longer reduces the standard deviation in the local
volume fractions. (b) The probability density function of effective
local volume fractions ¢¢T with each iteration. (c) The probability
density function of particle sizes ¢; with each iteration.

Particles are then resized such that, for each Voronoi cell,
7o} /(6v;) = ¢y, where v; is the local Voronoi volume. The
particle is then replaced in the center of the cell. As radical
Voronoi cell boundaries change when the particle is resized,
the state is no longer at an energy minimum. Thus, the
packing is rerun through the FIRE algorithm, and the
process repeated, checking that the standard deviation of
local densities Ag;/(¢;) decreases (see Fig. S1 in the
Supplemental Material [28]). This iterative process is
stopped once changes to particle sizes no longer result
in a narrowing of the local volume fraction distribution. We
call this final glass state a “uniform glass” (UG), with its
uniform local volume fraction over space. An illustration of
the algorithm, the narrowing of the volume fraction profile,
and the slight broadening of the particle size o; distribution
are shown in Figs. 1(a), 1(b), and 1(c), respectively. In this
Letter, we express volume fractions using an effective
volume fraction ¢ = ¢ x (1.0953%), a mapping that
matches the melting and freezing of a monodisperse
WCA system at kgT = 0.025 to hard spheres [29].

To quantify the action of this ¢; flattening algorithm, we
generate 50 independent CG/UG pairs. When ¢&T = 0.68,
the initial CG glasses we generate have a ¢; distribution
with a standard deviation A¢;/(¢;) ranging from 3.7% to
3.9% over the 50 samples. After flattening, this is reduced
to 0.37% to 0.95% (mean 0.63%), with a particle size
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FIG. 2. Spectral density of static structures, from CG to UG.
Spectral densities y,, are given for progressive iterations as the CG
state is transformed into a UG state. As the iterations progress,
lim,_ x,(g) systematically decreases, though the scaling does
not reach the ¢g* scaling of a class I hyperuniform state. (inset)
Distribution of local number densities n;. The UG state features a
significantly wider distribution of n;.

polydispersity of 3.0% to 3.7% (mean 3.4%). Notably, this
polydispersity is significantly lower than the dispersion
required to prevent crystallization [23,30-32]; i.e., one
would still expect a strong thermodynamic driving force
towards crystallization. We emphasize that this polydisper-
sity approaches the one present in the most monodisperse
colloidal suspensions used to experimentally study crys-
tallization [33]. To show that the properties of the UG state
are independent of polydispersity, we generate independent
CG states that share the same particle size distribution of
UG states, and refer to them as re-CG states in the
following.

The fact that the UG states are prepared by suppressing
local ¢; fluctuations suggests a natural connection
between these states and hyperuniform configurations
[18,19,34,35], as mentioned above. To verify this, in
Fig. 2, we plot the spectral density of the configurations
X, defined as a power spectrum y,(q) = V=1, I;). 1, is
the Fourier transform of I(r), the indicator function for a
polydisperse suspension of hard spheres defined as
I(r) =Z,0(|r —r;| — R;), where r; is the position of
particle i, R; = 0;/2 is the radius, ® is the Heaviside
function, and V is the total volume [34,35]. In the context of
an experiment, y, is simply the power spectrum of a binary
“image” of particles. It is clear that the g — 0 limit of y, is
diminished with progressive iterations. However, it is also
clear that the ¢* scaling at low ¢ expected for class I
hyperuniform systems [18] is not reached. We also note that
the distribution of number densities n; significantly broad-
ens; since the algorithm keeps the volume fraction constant,
the size polydispersity results in a broader number density
distribution, as shown in the inset of Fig. 2. Overall, it is
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FIG. 3. Impact of flattening ¢; over space on avalanche events

and devitrification. (a) Squared displacements over ten 50007
runs initiated from the same CG state, the state after one iteration
of the ¢; flattening algorithm, and the final UG state, as indicated.
(b) Squared displacements over ten 50007 runs initiated from ten
independently generated CG states using the same particle sizes
as in the UG state (re-CG). Squared displacements for the UG
state from (a) are also drawn for comparison. (c) Change in
crystalline particles and force network for corresponding CG and
UG states. The CG-generated state experiences growth in
crystallinity, while the UG state created from it does not change.
Changes in force connections between nearest neighbors are also
shown. The thin blue lines indicate the original network; red
and green lines at + = 500075 indicate connections broken and
formed.

clear that our UG states are approaching a hyperuniform
state, but cannot be classed as hyperuniform themselves.

Now, we turn our attention to the dynamics. Brownian
dynamics is applied to CG states, states reached after 7;,
iterations of the algorithm, and final UG states to observe
the dynamics over 50007z, where 7z is the Brownian
relaxation time in the ultradilute limit, 75 = 67n(c)3/ksT,
with 7, the viscosity of the medium, set to 1 in the
simulation. On inspecting the average squared displace-
ment of the particles from their initial configuration, we
find a drastic change in the dynamical behavior of the
system. Squared displacements for 10 isoconfigurational
trajectories are shown in Fig. 3(a). The CG states showed
intermittent dynamics, the same avalanche phenomenon
reported previously [14,15]. However, even a single iter-
ation of the ¢; flattening algorithm significantly reduces
both the frequency and size of the avalanches. Further
iterations quickly reduce the frequency to zero, rendering
the dynamics free of avalanches.

The lack of avalanchelike dynamics leads directly to a
halt in the growth of preexisting crystallites. Figure 3(c)
shows crystalline particles in energy-minimized CG and
UG states before and after dynamical propagation using
Brownian dynamics. Crystallites are detected using nearest
neighbor bond coherence in bond-orientational order

parameter ¢, as in Refs. [36,37]. Note that the UG states
see no significant growth, as if the volume fraction flat-
tening effectively “freezes” postcritical nuclei. We stress
that the bulk volume fraction ¢, and temperature remain
unchanged. This is doubly clear by visualizing crystalline
particles in CG and UG states over time as they thermally
fluctuate (see Supplemental Material, movie [28]). Despite
some fluctuations in bond coherence, the crystallinity of the
UG state remains unchanged, while the CG state experi-
ences significant crystal growth. This strongly corroborates
previous findings that the avalanches provide the necessary
perturbation for existing crystals to grow at deep super-
cooling [14,15]. It is worth emphasizing that this “stability”
against avalanche-mediated crystallization is achieved by
introducing only a minimal polydispersity in particle size.
For the UG configurations used to calculate squared
displacements in Figs. 3(a) and 3(b), this is 3.60%.
Figure 3(b) compares the evolution of 10 UG states and
their respective re-CG states (i.e., having the same size
distribution but with an inhomogeneous local volume
fraction distribution), showing that re-CG states are prone
to avalanche displacements and that size polydispersity
alone does not play a role in the stabilization of the UG
states.

We now examine the structural changes that occur going
from CG to UG states. At the level of pair correlations, we
see that these states are virtually identical: Figure S2 [28]
plots the radial distribution function g(r) for CG, UG, and
re-CG states, showing that the g(r) of UG and re-CG states
(which have the same particle-size distribution) are almost
indistinguishable. Pair correlations thus are unable to
capture the sharp discrepancy between the dynamics of
UG and re-CG states. In Fig. 4(a), we plot the parameter
(Qg), a coarse-grained measure of bond-orientational order
g averaged over nearest neighbors [38], and the energy per
particle f(U;) for 50 independently generated CG states,
corresponding UG states and re-CG states generated from
the particle size distribution of the UG states. While (Qg)
fails to distinguish between (re-)CG and UG states, the UG
states are found to be considerably lower in the energy
landscape than their CG counterparts. Also the compress-
ibility factor Z = Py /(c*), where Py is the virial pres-
sure, and the deviatoric stress invariant J, = tr(s*)/2,
where s is the stress tensor, both plotted in Fig. 4(b), show
a significant drop going from (re-)CG states to UG states.
Note that the drop is greater over subsequent iterations of
the ¢;-flattening algorithm (see Fig. S3 [28]). We conclude
that the system is annealed going from CG to UG states,
with drops in both internal stress and energy, but this
transformation is distinct from aging, as no significant
changes in local structure occur at the pair [e.g., g(r)], and
many-body level (e.g., (Qg)). Thus, the UG state is not
reached thermodynamically and should not be confused
with the ideal glass, which is defined in a thermodynamic
context [25,32,39,40].
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FIG. 4. Tmpact of ¢¢T homogenization on structure, thermo-
dynamics, and mechanics. (a) Average energy per particle S(U)
vs Qg for 50 independent pairs of CG/UG configurations, and re-
CG states generated from the final UG particle size distribution.
(b) Compressibility factor Z = Py /{c)? vs deviatoric stress
invariant J, over same states as in (a). (c) Average number of
force neighbors (npy) for particles with different local volume
fractions ¢¢ in CG (red), UG (blue), and re-CG (yellow) states.
Solid lines are found from energy minimized configurations,
dashed lines from thermally fluctuating configurations at the
beginning of the Brownian dynamics simulation (¢ = 5tp).
(inset) (Angy) as individual particles with different initial ¢
in the CG state are transformed to reach a UG state. (d) Hydro-
static contribution to pressure from individual particles Py ; Vs
ngy for CG, UG, and re-CG states. (e) Deviatoric stress invariant
contribution from individual particles (J, ;) for CG, UG, and re-
CG states.

The central question now becomes the nature of the
subtle change in structure that causes such a dramatic
change in stability. To this end, we investigate the dis-
tribution of force neighbors, which were shown to describe
the onset of mechanical stability in glasses [15,41] and gels
[42]. For particle i with size o;, we measure the number of
nearest neighbors j which are located at a distance r such
that r < 25(o; + 6;) x 4, the interaction range of the WCA
potential. These “force” neighbors (FN) exert a repulsive
force on particle 7, and create linkages in the force chain
network of the configuration; we let ngy be the number of
force neighbors surrounding each particle. Figure 4(c)
shows (npy) for particles with different local volume
fraction ¢¢ in a typical CG (red) state and its correspond-
ing UG (blue) state. Distributions are given for both energy
minimized (i.e., inherent) states and a thermally fluctuating
configuration at the beginning of a Brownian dynamics
trajectory (¢t = S7p).

First, we see that the CG state exhibits a linear relation-
ship between the local volume fraction of a particle ¢¢™ and
the average number of force neighbors it has, (npy(¢;)).
With thermal fluctuations, the same trend is seen, except
with fewer force connections. Now, going to the corre-
sponding UG state, we find that the trend is closely
preserved. The consequence of this is that the narrowing
of the local volume fraction distribution directly results in a
narrowing of the distribution of the number of force
neighbor particles. The large error bars at the extrema
are due to the small number of particles in the correspond-
ing bins (< 10). The narrowing of the ngy distribution is
further illustrated by considering changes in the number of
force neighbors Angy for individual particles with different
#< in the CG state as it is transformed into a UG state [see
inset of Fig. 4(c)]. This confirms that particles at lower ¢t
gain force neighbors, while those with higher ¢¢ lose
them. Both these findings indicate that the narrowing of the
distribution in ¢¢ leads directly to a narrower, more
homogeneous distribution of npy, i.e., mechanical homog-
enization. This strongly suggests that the mechanism
behind the exceptional resistance to crystallization in the
UG state is mechanical. Note that the same analysis of a re-
CG state recovers the same broad range of ¢¢ and the
resulting range of npy as the CG state, corresponding to the
recovery of avalanche dynamics. The same trends can be
seen when CG and UG states are prepared at different
volume fractions, as shown in Fig. S4 [28].

Local stresses are also affected by the homogenization of
local connections. In Fig. 4 we plot both local hydrostatic
(d) and deviatoric (e) pressures as a function of the number
of force neighbors averaged over the same 50 independent
configurations used for Figs. 4(a) and 4(b). In Fig. 4(d) we
plot the average excess pressure contribution, (P, ;) for
particles with different npy: in contrast to CG and re-CG
states, whose excess pressures increase with ngy, UG states
have a maximum around ngy = 9, close to the average npy
at the considered volume fraction. Similar behavior is
found in the local deviatoric stress invariant (J, ;) plotted
in Fig. 4(e), in that more local contacts ngy results in a
lower deviatoric stress, though there is no maximum at
ngy = 9. The local arrangements of nearest neighbors in
the UG state result in significant reductions in both volume
(hydrostatic) and shape (deviatoric) altering stresses acting
at the local level. In conclusion, the enhanced mechanical
stability of the UG states is due to both a narrowing in the
range of npy and a reduction of local stresses.

The action of mechanical homogenization on devitrifi-
cation may be understood as rendering configurations free
of force chain network defects, making the system more
resistant to thermal fluctuations. The connection between
mechanical rigidity and glassy dynamics is consistent with
recent work, which showed that a percolated force network
is spontaneously formed below an experimental glass
transition temperature, leading to the emergence of shear
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rigidity [41,42]. Applied to our system, the destabilization
of this percolated force network is the only mechanism by
which our configurations may rearrange, i.e., triggering
avalanches and causing structural aging and devitrification
[15]; thus, by minimizing heterogeneities in the force
network, we see a significant elevation in stability. The
robustness that this imparts may be observed directly in
Fig. 3(c) and the Supplemental Material, movie [28], which
also shows force network connections broken (red), formed
(green), and kept (blue) over time. It is worth noting that the
combined simulation time of the Brownian dynamics
trajectories corresponds to at least 50 000z. For a typical
colloidal experiment using 1-micron diameter particles at
room temperature in water, this corresponds to 30 h without
a single rearrangement event, rendering our UG states
“permanently” stable within the observation time. We may
also demonstrate this by considering perturbations to the
UG states that artificially “trigger” avalanche events in
specific locations by removing or “voiding” single par-
ticles; due to the uniformly stable force network structure,
avalanche events are highly localized, in sharp contrast to
those seen for deeply supercooled conventional glasses
[14,15] (see Ref. [28] for details). All these results support
the intrinsic link between the stability of uniform glasses
and mechanical homogenization.

In summary, we successfully draw a correlation between
the stability of a glass state and mechanical homogeneity.
We believe this to be the first time avalanche dynamics has
been directly related to a physical mechanism. Importantly,
our results also pave the way towards developing a practical
method to prepare mechanically stabilized homogeneous
glasses. Experimental work [43] has shown that a colloidal
system exhibits a transition to an absorbing state under
oscillatory shear via so-called “random organization,”
where the critical absorbing state is, in fact, hyperuniform
[44-47]. Formation of a hyperuniform state in binary
charged colloids has also been suggested [48]. Given that
our UG states are “on the way” to hyperuniformity, these
recent studies suggest that any experimental efforts to
approach such a state may readily realize mechanically
stable UG states. Thus, we may realistically expect that our
findings inspire experimental efforts not only to reach
hyperuniformity, but to realize glasses that can resist aging.
Such a method would significantly impact glass applica-
tions, as it would enable the preparation of ultrastable
glasses with unparalleled stability against degradation or
devitrification over time.

We thank Eric Corwin and Jack Dale for their valuable
contributions at the initial stages of this project. We are also
grateful to Francesco Sciortino for many valuable sugges-
tions and Francesco Turci for an independent review of
some of the structural analyses in this paper. T. Y. and R. P.
A.D. acknowledge the support of a European Research
Council Grant No. 724834-OMCIDC. T. Y. acknowledges
receipt of Grants-in-Aid for Young Scientists (JSPS

KAKENHI Grant No. JP15K17734) and JSPS Research
Fellows (JSPS KAKENHI Grant No. JP16J06649) from
the Japan Society for the Promotion of Science (JSPS), and
the Kyoto University Research Fund for Young Scientists
(Start-Up) FY2021. J.R. acknowledges support from the
European Research Council Grant No. DLV-759187. H. T.
acknowledges receipt of Grants-in-Aid for Scientific
Research (A) (JSPS KAKENHI Grant No. JP18H03675)
and Specially Promoted Research (JSPS KAKENHI Grant
No. JP20HO05619) from the Japan Society for the
Promotion of Science (JSPS).

“tanaka @iis.u-tokyo.ac.jp

[1] C. A. Angell, K. L. Ngai, G. B. McKenna, P. F. McMillan,
and S. W. Martin, Relaxation in glassforming liquids and
amorphous solids, J. Appl. Phys. 88, 3113 (2000).

[2] X. Han, H. B. Ma, C. Wilson, and J. K. Critser, Effects of
nanoparticles on the nucleation and devitrification temper-
atures of polyol cryoprotectant solutions, Microfluid. Nano-
fluid. 4, 357 (2008).

[3] C.J. Hunt, Cryopreservation of human stem cells for clinical
application: A review, Transfus. Med. Hemother 38, 107
(2011).

[4] M. Sansinena, M. V. Santos, G. Taminelli, and N. Zaritzky,
Implications of storage and handling conditions on glass
transition and potential devitrification of oocytes and
embryos, Theriogenology 82, 373 (2014).

[5] D.Q. M. Craig, P. G. Royall, V. L. Kett, and M. L. Hopton,
The relevance of the amorphous state to pharmaceutical
dosage forms: Glassy drugs and freeze dried systems, Inter.
J. Pharm. 179, 179 (1999).

[6] J. Knapik-Kowalczuk, Z. Wojnarowska, K. Chmiel, M.
Rams-Baron, L. Tajber, and M. Paluch, Can storage time
improve the physical stability of amorphous pharmaceut-
icals with tautomerization ability exposed to compression?
The case of a chloramphenicol drug, Mol. Pharm. 15, 1928
(2018).

[7] N. Salunkhe, N. Jadhav, H. More, and P. Choudhari, Sericin
inhibits devitrification of amorphous drugs, AAPS Pharm.
Sci. Tech. 20, 285 (2019).

[8] M.J. Vestel, D. S. Grummon, R. Gronsky, and A. P. Pisano,
Effect of temperature on the devitrification kinetics of NiTi
films, Acta Mater. 51, 5309 (2003).

[9]1 Y. Lin, M. M. Smedskjaer, and J.C. Mauro, Structure,
properties, and fabrication of calcium aluminate-based
glasses, Int. J. Appl. Glass Sci. 10, 488 (2019).

[10] M. Ordu, J. Guo, A.E. Akosman, S. Erramilli, S.
Ramachandran, and S. N. Basu, Effect of thermal annealing
on mid-infrared transmission in semiconductor alloy-core
glass-cladded fibers, Adv. Fiber Mat. 2, 178 (2020).

[11] A.L. Greer, Partially or fully devitrified alloys for mechani-
cal properties, Mater. Sci. Eng. A 304-306, 68 (2001).

[12] J. Fornell, S. Gonzdlez, E. Rossinyol, S. Surifiach, M. D.
Bar¢, D. V. Louzguine-Luzgin, J. H. Perepezko, J. Sort, and
A. Inoue, Enhanced mechanical properties due to structural
changes induced by devitrification in Fe-Co-B-Si-Nb bulk
metallic glass, Acta Mater. 58, 6256 (2010).

215501-5


https://doi.org/10.1063/1.1286035
https://doi.org/10.1007/s10404-007-0186-z
https://doi.org/10.1007/s10404-007-0186-z
https://doi.org/10.1159/000326623
https://doi.org/10.1159/000326623
https://doi.org/10.1016/j.theriogenology.2014.04.003
https://doi.org/10.1016/s0378-5173(98)00338-x
https://doi.org/10.1016/s0378-5173(98)00338-x
https://doi.org/10.1021/acs.molpharmaceut.8b00099
https://doi.org/10.1021/acs.molpharmaceut.8b00099
https://doi.org/10.1208/s12249-019-1475-z
https://doi.org/10.1208/s12249-019-1475-z
https://doi.org/10.1016/S1359-6454(03)00389-6
https://doi.org/10.1111/ijag.13417
https://doi.org/10.1007/s42765-020-00030-2
https://doi.org/10.1016/S0921-5093(00)01449-0
https://doi.org/10.1016/j.actamat.2010.07.047

PHYSICAL REVIEW LETTERS 127, 215501 (2021)

[13] D. V. Louzguine-Luzgin, Vitrification and devitrification
processes in metallic glasses, J. Alloys Compd. 586, S2
(2014).

[14] E. Sanz, C. Valeriani, E. Zaccarelli, W. C. K. Poon, M. E.
Cates, and P. N. Pusey, Avalanches mediate crystallization
in a hard-sphere glass., Proc. Natl. Acad. Sci. U.S.A. 111,
75 (2014).

[15] T. Yanagishima, J. Russo, and H. Tanaka, Common mecha-
nism of thermodynamic and mechanical origin for ageing and
crystallization of glasses, Nat. Commun. 8, 15954 (2017).

[16] N.B. Simeonova, R.P. A. Dullens, D.G. A.L. Aarts, V.
W. A. de Villeneuve, H. N. W. Lekkerkerker, and W. K.
Kegel, Devitrification of colloidal glasses in real space,
Phys. Rev. E 73, 041401 (2006).

[17] D. Ganapathi, D. Chakrabarti, A.K. Sood, and R.
Ganapathy, Structure determines where crystallization
occurs in a soft colloidal glass, Nat. Phys. 17, 114 (2021).

[18] S. Torquato, Hyperuniform states of matter, Phys. Rep. 745,
1 (2018).

[19] J. Kim and S. Torquato, Methodology to construct large
realizations of perfectly hyperuniform disordered packings,
Phys. Rev. E 99, 052141 (2019).

[20] D.L. Ermak and J. A. McCammon, Brownian dynamics
with hydrodynamic interactions, J. Chem. Phys. 69, 1352
(1978).

[21] V. A. Martinez, G. Bryant, and W. van Megen, Slow
Dynamics and Aging of a Colloidal Hard Sphere Glass,
Phys. Rev. Lett. 101, 135702 (2008).

[22] J. M. Lynch, G. C. Cianci, and E. R. Weeks, Dynamics and
structure of an aging binary colloidal glass, Phys. Rev. E 78,
031410 (2008).

[23] E. Zaccarelli, C. Valeriani, E. Sanz, W. C. K. Poon, M. E.
Cates, and P.N. Pusey, Crystallization of Hard-Sphere
Glasses, Phys. Rev. Lett. 103, 135704 (2009).

[24] R. Zargar, B. Nienhuis, P. Schall, and D. Bonn, Direct
Measurement of the Free Energy of Aging Hard Sphere
Colloidal Glasses, Phys. Rev. Lett. 110, 258301 (2013).

[25] T. Kawasaki and H. Tanaka, Structural evolution in the
aging process of supercooled colloidal liquids, Phys. Rev. E
89, 062315 (2014).

[26] B. D. Lubachevsky and F. H. Stillinger, Geometric proper-
ties of random disk packings, J. Stat. Phys. 60, 561 (1990).

[27] E. Bitzek, P. Koskinen, F. Gihler, M. Moseler, and P.
Gumbsch, Structural Relaxation Made Simple, Phys. Rev.
Lett. 97, 170201 (2006).

[28] See  Supplemental Material at  http:/link.aps.org/
supplemental/10.1103/PhysRevLett.127.215501 for infor-
mation on the UG algorithm, radial distribution function,
compressibility over iterations, UG glasses at different
volume fractions, artificially triggered avalanches, and a
Supplemental movie.

[29] D.M. Heyes and H. Okumura, Equation of state and
structural properties of the Weeks-Chandler-Andersen fluid,
J. Chem. Phys. 124, 164507 (2000).

[30] 1. Moriguchi, K. Kawasaki, and T. Kawakatsu, The effects
of size polydispersity in nearly hard sphere colloids, J. Phys.
IT (Paris) 3, 1179 (1993).

[31] P. Bartlett, A geometrically-based mean-field theory of
polydisperse hard-sphere mixtures, J. Chem. Phys. 107,
188 (1997).

[32] H. Tanaka, T. Kawasaki, H. Shintani, and K. Watanabe,
Critical-like behaviour of glass-forming liquids, Nat. Mater.
9, 324 (2010).

[33] T. Palberg, Crystallization kinetics of colloidal model
suspensions: recent achievements and new perspectives.,
J. Phys. Condens. Matter 26, 333101 (2014).

[34] C.E. Zachary, Y. Jiao, and S. Torquato, Hyperuniform
Long-Range Correlations are a Signature of Disordered
Jammed Hard-Particle Packings, Phys. Rev. Lett. 106,
178001 (2011).

[35] C.E. Zachary, Y. Jiao, and S. Torquato, Hyperuniformity,
quasi-long-range correlations, and void-space constraints in
maximally random jammed particle packings. I. Polydis-
perse spheres, Phys. Rev. E 83, 051308 (2011).

[36] P.J. Steinhardt, D.R. Nelson, and M. Ronchetti, Bond-
orientational order in liquids and glasses, Phys. Rev. B 28,
784 (1983).

[37] J. Russo and H. Tanaka, The microscopic pathway to
crystallization in supercooled liquids., Sci. Rep. 2, 505
(2012).

[38] W. Lechner and C. Dellago, Accurate determination of
crystal structures based on averaged local bond order
parameters, J. Chem. Phys. 129, 114707 (2008).

[39] A. Cavagna, Supercooled liquids for pedestrians, Phys. Rep.
476, 51 (2009).

[40] H. Tanaka, H. Tong, R. Shi, and J. Russo, Revealing key
structural features hidden in liquids and glasses, Nat. Rev.
Phys. 1, 333 (2019).

[41] H. Tong, S. Sengupta, and H. Tanaka, Emergent solidity of
amorphous materials as a consequence of mechanical self-
organisation, Nat. Commun. 11, 4863 (2020).

[42] H. Tsurusawa, M. Leocmach, J. Russo, and H. Tanaka,
Direct link between mechanical stability in gels and perco-
lation of isostatic particles, Sci. Adv. 5, eaav6090 (2019).

[43] L. Corte, P.M. Chaikin, J.P. Gollub, and D.J. Pine,
Random organization in periodically driven systems, Nat.
Phys. 4, 420 (2008).

[44] D. Hexner and D. Levine, Hyperuniformity of Critical
Absorbing States, Phys. Rev. Lett. 114, 110602 (2015).

[45] E. Tjhung and L. Berthier, Hyperuniform Density Fluctua-
tions and Diverging Dynamic Correlations in Periodically
Driven Colloidal Suspensions, Phys. Rev. Lett. 114, 148301
(2015).

[46] J.H. Weijs, R. Jeanneret, R. Dreyfus, and D. Bartolo,
Emergent Hyperuniformity in Periodically Driven Emul-
sions, Phys. Rev. Lett. 115, 108301 (2015).

[47] S. Wilken, R.E. Guerra, D.J. Pine, and P. M. Chaikin,
Hyperuniform Structures Formed by Shearing Colloidal
Suspensions, Phys. Rev. Lett. 125, 148001 (2020).

[48] D. Chen, E. Lomba, and S. Torquato, Binary mixtures of
charged colloids: A potential route to synthesize disordered
hyperuniform materials, Phys. Chem. Chem. Phys. 20,
17557 (2018).

215501-6


https://doi.org/10.1016/j.jallcom.2012.09.057
https://doi.org/10.1016/j.jallcom.2012.09.057
https://doi.org/10.1073/pnas.1308338110
https://doi.org/10.1073/pnas.1308338110
https://doi.org/10.1038/ncomms15954
https://doi.org/10.1103/PhysRevE.73.041401
https://doi.org/10.1038/s41567-020-1016-4
https://doi.org/10.1016/j.physrep.2018.03.001
https://doi.org/10.1016/j.physrep.2018.03.001
https://doi.org/10.1103/PhysRevE.99.052141
https://doi.org/10.1063/1.436761
https://doi.org/10.1063/1.436761
https://doi.org/10.1103/PhysRevLett.101.135702
https://doi.org/10.1103/PhysRevE.78.031410
https://doi.org/10.1103/PhysRevE.78.031410
https://doi.org/10.1103/PhysRevLett.103.135704
https://doi.org/10.1103/PhysRevLett.110.258301
https://doi.org/10.1103/PhysRevE.89.062315
https://doi.org/10.1103/PhysRevE.89.062315
https://doi.org/10.1007/BF01025983
https://doi.org/10.1103/PhysRevLett.97.170201
https://doi.org/10.1103/PhysRevLett.97.170201
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
http://link.aps.org/supplemental/10.1103/PhysRevLett.127.215501
https://doi.org/10.1063/1.2176675
https://doi.org/10.1051/jp2:1993190
https://doi.org/10.1051/jp2:1993190
https://doi.org/10.1063/1.474364
https://doi.org/10.1063/1.474364
https://doi.org/10.1038/nmat2634
https://doi.org/10.1038/nmat2634
https://doi.org/10.1088/0953-8984/26/33/333101
https://doi.org/10.1103/PhysRevLett.106.178001
https://doi.org/10.1103/PhysRevLett.106.178001
https://doi.org/10.1103/PhysRevE.83.051308
https://doi.org/10.1103/PhysRevB.28.784
https://doi.org/10.1103/PhysRevB.28.784
https://doi.org/10.1038/srep00505
https://doi.org/10.1038/srep00505
https://doi.org/10.1063/1.2977970
https://doi.org/10.1016/j.physrep.2009.03.003
https://doi.org/10.1016/j.physrep.2009.03.003
https://doi.org/10.1038/s42254-019-0053-3
https://doi.org/10.1038/s42254-019-0053-3
https://doi.org/10.1038/s41467-020-18663-7
https://doi.org/10.1126/sciadv.aav6090
https://doi.org/10.1038/nphys891
https://doi.org/10.1038/nphys891
https://doi.org/10.1103/PhysRevLett.114.110602
https://doi.org/10.1103/PhysRevLett.114.148301
https://doi.org/10.1103/PhysRevLett.114.148301
https://doi.org/10.1103/PhysRevLett.115.108301
https://doi.org/10.1103/PhysRevLett.125.148001
https://doi.org/10.1039/C8CP02616E
https://doi.org/10.1039/C8CP02616E

