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When a diatomic molecule is exposed to intense light, the valence electron may tunnel from a higher
potential (corresponding to an upfield atom) due to the suppressed internuclear barrier. This process is
known as ionization enhancement and is a key mechanism in strong field ionization of molecules.
Alternatively, the bound electron wave function can evolve adiabatically in the laser field, resulting in
ionization from the downfield atom. Here, we introduce a method to quantify the relative contribution of
these two processes. Applying this method to experimentally measured electron momenta distributions
following strong field ionization of N2 with infrared laser light, we find approximately a 2∶1 ratio of
electrons ionized from a downfield atom, relative to upfield. This suggests that the bound state wave
function largely adapts adiabatically to the changing laser field, although the nonadiabatic process of
ionization enhancement still contributes even in neutral molecules. Our method can be applied to any
diatomic neutral molecule to better understand the evolution of the initially bound electron wave packet and
hence the nature of the molecular ionization process.
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Tunnel ionization is a key process in attosecond science.
It constitutes the first step in high-harmonic generation
[1,2], attoclock experiments [3,4], and self-interrogating
imaging techniques, such as photoelectron holography
[5–11] or molecular orbital tomography [12–16]. The
interpretation of all of these processes strongly depends
on the localization of the electron wave packet immediately
after tunneling.
The location of the electron subsequent to tunnel

ionization is already important in isolated atoms [17–19],
but becomes even more crucial in molecules, where the
electron can tunnel from any of its constituent atoms. To
complicate matters, the Coulomb potential of one atom is
not only distorted by the laser field but by the Coulomb
potential of the other atom [20,21]. This additional dis-
tortion can lower the tunneling barrier for electrons located
at the upfield nucleus (see Fig. 1), leading to enhanced
ionization [20–39].
Enhanced ionization has been extensively studied over

the last decades [20–39]. The underlying mechanism relies
on the electron tunneling from the upfield atomic site when
the direction of the laser field points along the internuclear

axis, as can be seen from Fig. 1. Alternatively, the laser
field can shift the bound electron wave packet toward the
downfield atom and the electron may start tunneling out of
the molecule from there. This adiabatic adaption of the
electron position to the laser field is commonly expected to
occur if the internuclear distance is small and the laser field
changes relatively slowly. Consequently, for enhanced
ionization, the potential barrier has to move sufficiently
fast to allow trapping of the electron in the upper well
[20,21,26,33–35,40]. Here, we show how to quantitatively
distinguish between these two basic mechanisms, thereby

FIG. 1. Illustration of a diatomic potential for alignment of the
internuclear axis along the polarization axis. The ionization
barrier for the upper well is considerably lowered by the influence
of the lower well, which can lead to ionization enhancement.
However, the force F of the electric field can drive the electron
toward the downfield well, which is expected to play a role if the
electron position adapts adiabatically to the laser field.
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illuminating key details of the strong field molecular
ionization process.
Prior studies have focused on dissociative ionization

channels where multiple electrons are released, leading to
Coulomb explosion [22–24,26–28,30–32,37,38,41]. In this
case, enhanced ionization is believed to play a dominant
role due to the bond stretching of the dissociating molecular
ion [21]. Coulomb explosion, however, does not allow for
determination of the ionization site in the neutral homo-
nuclear molecule. Recently, another method was proposed
in [39] for the determination of the tunneling site which
does not use Coulomb explosion and could therefore be
applied to neutral molecules. However, this method does
not quantify the likelihood of electrons being ionized from
the two different atomic sites, and hence is not able to
predict the relative contributions from adiabatic versus
enhanced molecular ionization channels. Moreover, for

reconstruction methods such as photoelectron holography
[5–11] or molecular orbital tomography [12–16], a quanti-
tative answer to the ionization site question is obvi-
ously vital.
Here, we introduce a method for quantitatively retrieving

the ratio of ionization events at the upfield and downfield
atomic site in a diatomic molecule by comparing exper-
imental data with quantum trajectory Monte Carlo simu-
lations (QTMC). Note that the atoms A and B in a diatomic
molecule AB change from being the upfield or downfield
atom several times during the laser pulse, as the sign of the
electric field changes. Here, we study the relative contri-
bution of ionization from the upfield and downfield atom
rather than from atom A or B.
Our technique is based on the electron’s deflection in the

asymmetric Coulomb potential of the molecule that is tilted
against the laser polarization direction. This introduces an
asymmetry in the final photoelectron momentum distribu-
tion, which depends on the ratio of electrons born at the
upfield or downfield atom. We apply this method to
experimental data from strong field ionization of a neutral
N2 molecule with infrared laser light. We find that although
adiabatic evolution of the bound electron wave function
(leading to increased downfield ionization) dominates for
neutral molecules, nonadiabatic enhanced ionization still
makes a significant contribution under typical experimental
conditions, corresponding to the intermediate value of the
Keldysh parameter, γ ≈ 1 [42], where γ ¼ ω

ffiffiffiffiffiffiffi

2Ip
p

=F, with
ω, F, and Ip the laser frequency, peak field, and ionization
potential of the molecule, respectively.
Figure 2 (top panel) shows an experimentally measured

2D photoelectron momentum distribution from an N2

molecule tilted 45° against the laser polarization in the x
direction. The details on the experimental procedure can be
found in [43]. The average of the transverse momenta vz for
each momentum vx along the polarization direction is
calculated using

vz;mean½vxðiÞ� ¼
P

n
j¼1 wði; jÞvzðjÞ
P

n
j¼1 wði; jÞ

; ð1Þ

where wði; jÞ is the two-dimensional momentum distribu-
tion of the detected photoelectron momenta with the ith and
jth bins of the histogram along vx and vz, respectively. This
quantity, as extracted from the experimental data, is plotted
as a bold green line in the bottom panel of Fig. 2 and clearly
shows asymmetry. For parallel and perpendicularly aligned
molecules, the 2D momentum distribution is mirror sym-
metric with respect to the vz ¼ 0 line and vz;meanðvxÞ would
be a horizontal line.
In order to understand the momentum offset, we perform

QTMC simulations [45], where we include the corrections
proposed in [46] and the phase due to the spatial offset of
the ionized electron introduced in [47]. Detail on how to
estimate Coulomb corrections in the atomic case, and more

FIG. 2. Top panel: experimental 2D photoelectron momentum
distribution for the 45° case from [43]. The inset shows a sketch of
the molecular orientation and the laser polarization direction.
Bottom panel: vz;mean as a function of vx. The green line represents
the values extracted from the experimental data (top panel) minus
the orientation averaged experimental data (for details see Sup-
plemental Material [44]). The ensemble of curves was obtained
fromQTMC simulations over a range of ionization ratios q, which
is specified by the color of the curve (see color bar). The theoretical
curve that matches the experimental data best according to the
average offsetmomentuma (see Fig. 4) is shown as a bold linewith
black dashes. In both the theoretical and experimental evaluation
leading to the displayed curves the 2Dmomentum distributionwas
restricted to vx ∈ ½−1; 1� and vz ∈ ½−1; 1�.

PHYSICAL REVIEW LETTERS 127, 213201 (2021)

213201-2



general formal insight into the justification underlying the
two-step propagation process can be found in [48,49].
A comparison between the experimental data of strong field
ionization of the OCS molecule, a two-step classical
propagation model, and time-dependent density-functional
theory can be found in [50].
We use a neutral N2 molecule tilted against the laser

polarization direction by 45°. The tilt of the mole-
cule results in an asymmetry, an offset momentum
vz;meanðvxÞ ≠ 0, of the electron momentum distribution at
the detector. As we will show, the degree of asymmetry
depends on the relative probability of the electron being
born at the upfield or downfield atomic site.
In the simulation, the peak laser intensity is given by

I ¼ 1.3 × 1014 W=cm2 and the wavelength set to 800 nm,
as in the experiment [43,51]. The laser, polarized along the
x axis, is six cycles long under a cos2 envelope, with
ionization potential set to Ip ¼ 15.6 eV [43]. The exper-
imental intensity variation in the focal volume is theoreti-
cally accounted for by focal averaging [47,52,53].
The shape of the molecular orbital contributing an

electron is calculated with GAMESS [54], and used to obtain
the initial transverse momentum distribution via the
partial Fourier transform approach [55,56]. Nonadiabatic
initial conditions are used at the tunnel exit [57] (see
Supplemental Material [44] for detail). The Coulomb
potential is included in the propagation, following the
method in [43,47], and using an equilibrium molecular
bond distance of 2 a.u., obtained from the literature [58,59].
To determine the relative probabilities of ionization from

the upfield and downfield potential wells, we vary the
fraction of electrons born at the upfield and downfield site
in theory and find the value that gives the best agreement
with the experimental result. To this end, we define the ratio
of ionization sites q as

q ¼ no:up − no:down
no:upþ no:down

; ð2Þ

where no:up and no:down are the number of electrons born
upfield and downfield, respectively. The limits of q ¼ −1
and q ¼ þ1 therefore correspond to the electrons being
born exclusively at the downfield or upfield atom, respec-
tively. For our calculations, we select 42 different ratios q,
thus obtaining a discrete mapping of q to the observable
asymmetry in the momentum distribution, i.e., the average
offset momentum a. This result can be used to extract the
upfield-to-downfield ratio from the experimental data.
The bottom panel of Fig. 2 shows the QTMC results,

vz;meanðvxÞ, over a range of ionization ratios q, specified in
the color bar. The evaluation of the final momentum
distribution was done the same way as in the experiment,
which limits integration over vy to an out-of-plane angle of
θ < 10° before calculating vz;meanðvxÞ. The theoretical
vz;meanðvxÞ curves exhibit a clear pattern: the more electrons

are ionized from the upfield atom (redder on the color bar),
the more positive is vz;mean for vx < 0 and the more
negative for vx > 0. If the majority of electrons is born
at the downfield atom, the signs are reversed.
We explain the origin of the asymmetry in vz;meanðvxÞ

shown in Fig. 2, by analyzing QTMC trajectories. Quantum
trajectory analysis shows that the asymmetry is caused by
the asymmetric Coulomb potential of the molecule, with
illustration of the underlying mechanism shown in Fig. 3.
Without loss of generality, we focus on those electrons that
are born when the vector potential A was negative and that
end up at vx > 0. As the depiction of the pulse in the top
panel of Fig. 3 shows, A < 0 can either happen at a positive
field strength that is decreasing (green) or at a negative field
strength whose absolute value is increasing (orange). The
four lower panels each show two trajectories with initial
transverse velocities of opposite sign but identical absolute
value. In each case, the degree of deflection of those two
trajectories differs due to the asymmetry of the Coulomb
potential. We quantify the difference of the deflections of
the two trajectories by defining the overall deflection Δvz
as the sum of changes in vz of the two trajectories from the
birth in the continuum till after the pulse has passed

Δvz ¼ ðvþz;f − vþz;iÞ þ ðv−z;f − v−z;iÞ ¼ vþz;f þ v−z;f; ð3Þ

where i and f denote the initial and final condition of the
trajectory and the superscripts þ and − mark the opposite
signs in the initial velocity of the two trajectories.
In the left half of the lower panels in Fig. 3 (green,

corresponding to a positive field strength that is decreasing)
the overall deflection Δvz of an electron born at the upfield
atom is negative due to the pull from the downfield atom.
Vice versa, if the electron is born at the downfield atom,
Δvz is positive. That is also the effect we observed in the
bottom panel of Fig. 2, where vz;mean is positive for
electrons mostly born at the downfield site (blue curves)
and negative for electrons mostly born at the upfield site
(red curves) in the regime vx > 0.
Following a reversal of the laser field, a previously

downfield atom becomes upfield, and vice versa.
Consequently, also the signs of the overall deflections
are inverted: positive for a birth at the upfield atom and
negative for a birth at the downfield atom. For all cases, as
Fig. 3 suggests (see trajectory analysis in the Supplemental
Material [44] for more detail), the asymmetric deflection is
smaller for the electrons which directly leave the parent ion
(orange), compared to the case when the electron goes
around the parent ion on its way to the detector (green).
To sum up, even though the overall deflections Δvz have

opposite signs in adjacent quarter cycles (with the same
sign of A), they do not compensate each other. This is
because the deflection in the “green” quarter cycles
dominates, since in these cases the electron revisits the
vicinity of the parent ion and is therefore deflected by the
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asymmetric Coulomb potential more strongly. An analo-
gous line of reasoning can be applied to vx < 0, where
the signs of the deflections need to be swapped. This
explains qualitatively the nonzero offset momentum vz;mean
observed in the bottom panel of Fig. 2.
To describe the asymmetry observed in the experiment

and in the QTMC simulations quantitatively, we define the
average offset momentum a as follows:

a ¼
P

m
i¼1 sign½vxðiÞ�vz;mean½vxðiÞ�

m
: ð4Þ

The meaning of this definition becomes clear when looking
again at the bottom panel of Fig. 2, where a large deviation
of the offset momentum vz;mean from zero corresponds to a
more asymmetric 2D momentum distribution. In the above
formula,

P

vz;mean=m calculates the average deviation from
the horizontal line and multiplication by the sign of vx at
every bin, first, prevents the opposite signs of the offset
momentum vz;mean (for vx < 0 and vx > 0) from canceling

in the summation and, second, enables us to distinguish
between the vz;mean curves rising or falling, thus leading to a
unique mapping between q and a.
We now compare the experimental average offset

momentum against a range of ionization ratios in the
QTMC simulations. The result is depicted in Fig. 4.
Comparing the experimental value of a ¼ 3.17 × 10−3�
6.4 × 10−5 a:u: with the theoretical curve now allows us to
estimate the ionization ratio of the upfield and downfield
atoms in the experiment (see Supplemental Material [44]
for details of the error bar). The value obtained is
q ¼ −0.379� 6 × 10−3, which means for every electron
born upfield, roughly two electrons are born downfield.
The roughly 2∶1 predominance of downfield over upfield
ionization suggests that for neutral molecules, ionization
due to the adiabatic evolution of the wave function in the
laser field somewhat dominates over enhanced ionization.
To conclude, we found that the degree of asymmetry in

deflection of electrons released from a molecule tilted
against the laser polarization can be used to estimate the
ratio of electrons born at the upfield and downfield atom.
Applying thismethod to experimental data for the ionization
of N2, we find that ionization primarily happens at the
downfield atom. As the tunneling barrier would be narrower
at the upfield atom, this indicates that the bound electron
wave function adapts adiabatically to the laser field. More
generally, this method therefore allows insights into the
time-dependent electron response inside the molecule.
In contrast to prior work that focused on ionization of

charged molecules that defragment after ionization, our
approach is also applicable to neutral molecules. It is also
not necessary to have different atomic species involved, as
opposed to Ref. [32], which made a crucial contribution to
the question of the ionization site in ArXeþ. The technique
presented here, in contrast, can be applied to homonuclear
molecules.

FIG. 3. (a) Field strength and vector potential in the pulse.
Quarter cycles with decreasing absolute field strength are high-
lighted in green, whereas increasing absolute field strengths are
marked in orange. (b),(d) Decreasing absolute field strength.
Each panel shows two trajectories of electrons with an initial
transverse momentum of the same absolute value but opposite
sign. The two electrons go around the parent molecular ion and
the fact that they are deflected differently results in an asymmetry
of the momentum distribution at the detector. (c),(e) Increasing
absolute field strength. The electrons have a positive final
velocity again because the same sign of A is chosen. The
electrons go directly to the detector and are deflected less strongly
by the asymmetric Coulomb potential. Note that these trajectories
were calculated with an oversized molecule for illustrative
purposes. For an accurate calculation with trajectories of the
real system we refer to Supplemental Material [44].

FIG. 4. Average offset momentum a according to Eq. (4) as a
function of the ionization site ratio q according to Eq. (2). The
colors of the dots are chosen according to the color coding for q in
the color bar of Fig. 2. The error bars denote the uncertainty for
�5° deviations from 45° orientation. The experimental value is
plotted as a larger green dot, with the horizontal and vertical green
lines at the upper and lower error bar.
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Finally, note that our method allows for a quantitative
answer to the question of the ionization site, thus going
beyond the merely qualitative treatment in [39]. This is
especially relevant whenever accurate theoretical models
are required to reconstruct information from experimental
measurements that involve ionization and recollision or
recombination, such as the case in many imaging tech-
niques. Moreover, the model proposed here can also be
applied to heteronuclear molecules and holography data
that do not actively align the molecule, i.e., postaligned
molecules [7].
The recent emphasis on including the Coulomb potential

in reconstruction theories for photoelectron holography
[8,60–65] or molecular orbital tomography [13,15,66]
makes clear the need for quantitative information about
the tunneling site, since it determines the electron’s path
and hence the parts of the Coulomb potential it is exposed
to. The proposed method can therefore provide information
required to attain higher accuracy in ultrafast imaging
techniques.
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