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Fluorine is one of the most interesting elements in nuclear astrophysics, where the 19Fðp; αÞ16O reaction
is of crucial importance for Galactic 19F abundances and CNO cycle loss in first generation Population III
stars. As a day-one campaign at the Jinping Underground Nuclear Astrophysics experimental facility, we
report direct measurements of the essential 19Fðp; αγÞ16O reaction channel. The γ-ray yields were measured
over Ec:m: ¼ 72.4–344 keV, covering the Gamow window; our energy of 72.4 keV is unprecedentedly low,
reported here for the first time. The experiment was performed under the extremely low cosmic-ray-
induced background environment of the China JinPing Underground Laboratory, one of the deepest
underground laboratories in the world. The present low-energy S factors deviate significantly from previous
theoretical predictions, and the uncertainties are significantly reduced. The thermonuclear 19Fðp; αγÞ16O
reaction rate has been determined directly at the relevant astrophysical energies.
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The astrophysical origin of fluorine is puzzling. Fluorine
is a monoisotopic element, and the stable nuclide 19F is
rather fragile—a curious and critically important point in
nuclear astrophysics. It does not contribute to, nor is it
synthesized in, the main nuclear reactions taking place in
stars. 19F has a limited number of atomic and molecular
absorption lines in stellar spectra from which reliable
abundances are derived, making the nucleosynthetic origin
of 19F the least understood of all the light elements [1].
In stellar interiors, 19F is readily annihilated by the
most abundant elements, hydrogen and helium, via the
19Fðp; αÞ16O and 19Fðα; pÞ22Ne reactions, respectively. In
order to explain the presence of fluorine, a mechanism is
required that enables it to escape from the hot stellar interior
after it forms.
Theoretical calculations and observational data sug-

gest several possible 19F production sites [2,3]. Woosley
and Haxton [4] calculated 19F production in type II

core-collapse supernovae by neutrino spallation on 20Ne;
Jorissen et al. [5] observed the 19F overabundances (with
respect to solar) in red giant stars and provided evidence for
19F production during shell He burning in asymptotic giant
branch (AGB) stars [6,7]; Meynet and Arnould [8] iden-
tified He burning in Wolf-Rayet stars. Kobayashi et al. [9]
considered the neutrino-process nucleosynthesis as the
major origin of 19F in metal-deficient stars (type II and
Ia supernovae and hypernovae), as well as AGB stars, and
such supernova provides a celestial site to study the
neutrino-nucleus interactions and flavor oscillations in
high-density matter [10]. In addition, a signature of fluorine
was indeed observed in the spectra of Nova Mon 2012 [11];
however, classical novae seem to account for ≤ 1% of its
solar abundance [12]. Therefore, it remains an open
question, to what extent each candidate site may contribute
to the Solar System and Galactic fluorine, and a precise rate
of the 19Fðp; αÞ16O reaction plays an essential role.
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One of the major contributors to Galactic fluorine
production is thought to be AGB stars [5]. Yet, the
astronomically observed fluorine overabundances cannot
be understood using current AGB models, and it seems that
additional mixing effects should be involved; i.e., fluorine
is produced in the He-rich intershell and carried to the
surface via recurrent dredge-up episodes [13]. Palmerini
et al. [14] analyzed the possible effect of such extra mixing
within an AGB star and investigated the impact of different
rates of the 19Fðp; αÞ16O destruction reaction. They found
that the surface abundance of 19F varied by up to 50% when
changing the rate of this reaction by a factor of ≈2.
Furthermore, the possibility of a breakout from the cold

CNO cycles [15], which is the leakage out of the CNO
cycle toward the NeNa cycle via the 19Fðp; γÞ20Ne reaction,
not only depends on the abundance of 19F but also on the
reaction rates of the 19Fðp; γÞ20Ne breakout reaction and
the competing 19Fðp; αÞ16O backprocessing reaction. The
enhancement of this ðp; γÞ=ðp; αÞ rate ratio by a factor
of 8 or more could possibly solve the Ca production
problem and support the faint supernova model, and thus
ultimately determine evolution destiny for the first gen-
eration Population III stars (e.g., Keller star [16]) [17].
Therefore, experimental characterization of these reaction
rates in the low-temperature region (∼0.1 GK) are strongly
desired to meet the requirements of astrophysical models.
The 19Fðp; αÞ16O reaction occurs via three types of

channels, i.e., ðp; α0Þ, ðp; απÞ, and ðp; αγÞ [18]. The
ðp; απÞ channel provides less than ≈10% contribution at
low temperatures ≈0.05 GK [19,20]; the ðp; αγÞ channel
dominates at temperatures above 0.2 GK, whereas the
ðp; α0Þ channel dominates at the lower temperatures below
≈0.15 GK [19,21]. However, recent studies have shown
that the ðp; αγÞ channel could possibly dominate the total
rate even below ≈0.05 GK [18,22], where a significantly
enhanced reaction rate is possible, owing to the interference
between a possible 11-keV resonance and the well-known
323-keV resonance. Such theoretical prediction and
extrapolation require a new measurement. So far, in the
low-temperature region, below ≈0.2 GK, the thermonu-
clear 19Fðp; αÞ16O reaction rate is still not known precisely
enough to address the fluorine abundance as well as CNO
material loss. The Gamow energy window of present
astrophysical interest is located between Ec:m: ≈ 70 and
350 keV (in center-of-mass frame). Currently, the ðp; αγÞ
and ðp; α0Þ channels were measured at aboveground
laboratories down to Ec:m: ≈ 189 [23] and 172 keV [24],
respectively. In the low-energy region, e.g., at ≈70 keV, the
extrapolated cross sections have uncertainties of up to 5
orders of magnitude [23–25]. The rate of cosmic-ray
background radiation makes lower-energy direct measure-
ments in laboratories at Earth’s surface (i.e., the above-
ground lab) very challenging.
The China Jinping Underground Laboratory (CJPL) is

located in a traffic tunnel under JinpingMountain, southwest

of China [26] with about 2400-m rock overburden vertically.
It is the deepest operational underground laboratory for
particle and nuclear physics experiments in the world. In this
underground environment, the muon and neutron fluxes are
reduced by 6 and 4 orders of magnitude, respectively,
compared to those at Earth’s surface. Owing to the depth,
the cosmic-ray-induced background measured at CJPL [27]
is significantly lower than that in LUNA (1400-m-thick
dolomite rocks) [28]. With such a unique superlow back-
ground environment [29], the Jinping Underground Nuclear
Astrophysics experimental facility (JUNA) [30]was initiated
in 2015. One of the subprojects [25] is dedicated to directly
measuring the 19Fðp; αγÞ16O reaction at Gamow energies.
In this Letter, we report on the results of a direct mea-

surement of the 19Fðp; αγÞ16O reaction at JUNA. The
astrophysical S factors have been derived in the energy
region of Ec:m: ≈ ð72.4–188.8Þ keV. We report the lowest
energy measurements, extending down to 72.4 keV, directly
cover the Gamow window. Our measurement decreases the
uncertainty presented in previous S-factor extrapolations
[22,23] from orders of magnitude to the 10% level, which
sets a solid experimental basis for astrophysical modeling.
The experiment was carried out on the high-current 400-

kV JUNA accelerator [31] at CJPL. The experimental setup
is shown in the Supplemental Material [32], which is
similar to the one described in Ref. [33]. A proton beam
from the accelerator was undulated over a rectangular area
of about 4 × 4 cm2 by oscillating the magnetic field of the
beam deflector. In this way, a well-focused intense beam
was distributed uniformly, and thus target damage was
reduced. The scanning proton beam was collimated by two
ϕð10–20Þ-mm apertures and then impinged on a water-
cooled target, where the beam current reached up to 1 mA,
with a spot size of about ϕ10 mm. Two very strong and
durable implanted 19F targets, developed in recent years
[33,36], were utilized in this Letter. A 4π Bi4Ge3O12

(BGO) detector array, specially designed for the JUNA
project [37], was equipped to detect the γ rays, which was
already characterized in previous work (e.g., see Ref. [33]).
The full details of the experiment will be described in a
forthcoming paper [34].
Figure 1 shows the normalized γ-ray spectra taken at a

proton beam energy of Ep ¼ 130 keV with the 4π BGO
array. Here, Ep denotes the proton beam energy before the
Cr protective layer of the implanted fluorine target, and the
bombarding energy on the fluorine atoms is corrected for
the energy loss through the Cr layer with a GEANT4

simulation [38]. The aboveground (taken at CIAE) and
underground (taken at JUNA) spectra are shown for
comparison. In the aboveground experiment, the BGO
array was covered by a plastic scintillator to suppress
the cosmic-ray background (as a μveto signal). In addition,
we observed the γ rays induced by the 12C and 13C
impurities from the target, as well as those induced by
the 11B contaminant mainly from the beam apertures, and
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their origins were analyzed in Ref. [33]. This simple
comparison clearly shows the advantage of the deep
underground measurement owing to the extremely low
environmental background.
Figure 2 shows typical γ-ray spectra taken at three proton

beam energies. It shows that the 6917-keV (from α3
channel) and 7117-keV (from α4 channel) γ rays were
also observed at certain proton energies; compared to the
dominant 6130-keV γ rays, their total contribution makes a
maximum contribution of ≈2.4% in the energy region
studied in this Letter. Relying on the deep underground
environment, we can now access an energy point down to
Ep ¼ 88 keV (i.e., Ec:m: ≈ 72.4 keV), where the γ rays
induced by the 2H contaminant began to move into the
6130-keV region of interest and became the limiting
background contribution. An experimental run with a pure
Fe target (covered by a 50-nm-thick Cr layer) was done at
this Ep ¼ 88-keV point to evaluate the background con-
tribution from our implanted fluorine targets (covered also
by a 50-nm-thick Cr layer) [33], and the normalized
spectrum (blue shaded) is also shown in Fig. 2(c) for
comparison. Owing to the possible 2H contamination, a net
count of 30� 26 was obtained at this energy under the
conditions of ≈1.0 mA average beam intensity and ≈2-
days machine time (a beam exposure of ≈190 C), as shown
in the inset. Therefore, the energy of Ec:m: ≈ 72.4 keV can
be regarded as a “lower-limit” accessible with current
JUNA conditions. Similar to the previous target tests
[33,36], the 19F target material loss was monitored by
observing the yield of 6130-keV γ rays at the Ec:m: ¼
323-keV resonance during the experiment runs. It was
found that the target loss was less than 7% under a total
beam exposure of ≈270 C. This effect has been corrected

by utilizing the relationship between beam exposure and
target material loss [34].
Figure 3 shows the experimental yields for the

19Fðp; αγÞ16O reaction measured at JUNA. The data for
two targets (targets 1 and 2) are shown separately. Here, the
uncertainties shown are the statistical ones (smaller than
2% for most data, while 87% for the lowest point). We have
simulated these data under the GEANT4 framework based on
full R-matrix calculations, and the two curves shown
represent the results simulated by using the “best” R-matrix
fit to the S-factor data as discussed below.
Owing to the complicated target structure and the

unknown self-sputtering rate during the implantation
procedure, the absolute 19F number density is hard to
determine precisely. Therefore, we have made a relative
measurement of the astrophysical S factors for the reaction
studied. The astrophysical S factor is more convenient
than the cross section, because the Coulomb penetrability is
factored out, and a plot flattens relative to the Sommerfeld
parameter (η ¼ Z1Z2e2=ℏv) [39]. Here, the parameters of
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FIG. 1. γ-ray spectra of the 19Fþ p experiments measured by a
4π BGO array at a proton energy of Ep ¼ 130 keV. The
aboveground (at CIAE) and underground (at JUNA) spectra
are shown for comparison. Two background lines at 1460.8 keV
(from 40Ar) and 2614.5 keV (from 208Tl) are used for energy
calibration. The γ rays induced by the 12C, 13C, and 11B
contaminants are also indicated.

FIG. 2. Typical γ-ray spectra of the 19Fðp; αγÞ16O reaction
measured at JUNAwith a 4π BGO array: (a) at Ep ¼ 310, (b) at
Ep ¼ 200, (c) at Ep ¼ 88 keV, respectively. For (a), the inset
shows the reaction scheme [18]; for (c), the inset shows the
rebinned net spectrum after subtracting the normalized back-
ground contribution (blue shaded), which was evaluated by a pure
Fe target (covered also with a 50-nm Cr layer) run. Here, the
γ-peak positions for the possible contaminant reactions from 2H
and 13C are indicated by the arrows and integral region for the
6130-keV γ ray by the curly bracket.
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19F depth distribution and the Cr foil thickness were
determined by adjusting their values in the GEANT4 sim-
ulation to reproduce the experimental yield around the 323-
keV region. Thus, the product of absolute detection
efficiency and 19F number density was determined based
on the well-known nacre [40] strength ωγðp;αγÞ ¼ ð23.1�
0.9Þ eV (with an uncertainty of 3.9%) of the 323-keV
resonance, which can be regarded as a normalizing factor.
With these parameters, the effective beam energies and S
factors for those off-resonance points were determined by
the GEANT4 simulations as shown in Fig. 4. For the energy
points near or on the resonance peaks, the corresponding S
factors were not constant over each energy point and thus
are not shown in the plot. It was found that the corre-
sponding experimental yields can be reproduced well by
using known strengths of the three resonances at
Ec:m: ¼ 212, 225, and 323 keV, which verifies the present
experimental method and analysis procedure. Numeric
samples of the S factors and the associated uncertainties
in the off-resonance region are tabulated in the
Supplemental Material [32].
An R-matrix analysis, using the code AZURE2 [41,42],

was used to fit the off-resonance data. Following Brune
[43], the partial widths of the narrow resonances were fixed
to those determined from the thick-target yield GEANT4

simulations described above. The R-matrix analysis is an
extension of that presented in deBoer et al. [22] and
includes the data considered in that work in addition to
the 19Fðp; α2Þ16O measurements presented here. Many R-
matrix fits were attempted, with the three most probable
ones shown in Fig. 4. Here, “Sub” denotes the 1þ
subthreshold state at Ex ¼ 12.396 MeV, “11 keV” the

11-keV 1þ level at Ex ¼ 12.855 MeV, and “2þ” the
underlying α-cluster 2þ state at Ex ¼ 13.095 MeV. For
example, the label “fit1: Sub, 11 keV, 2þ (best)” indicates
the best R-matrix fit, found by considering the subthreshold
state, a near threshold 11-keV resonance, as well as the 2þ
state. Using an multichannel Monte Carlo analysis, we find
the presence of the 11-keV resonance at the 2.6σ level.
The inclusion of the subthreshold state and underlying 2þ
state further improves the reproduction of the experimental
data. The “best fit” R-matrix parameters are listed in the
Supplemental Material [32]. The various extrapolations
exhibit quite different trends below the lowest energy
point achieved, but the JUNA experimental data now
extend directly into the Gamow energy range, significantly
reducing the uncertainty in the S factor over the range of
astrophysical interest compared estimates based on pre-
vious data as detailed in deBoer et al. [22] and Zhang et al.
[18] (see Fig. 4). In addition, the extrapolations from
Spyrou et al. [23] are also shown for comparison (two
gray lines, labeled as SP00).
The thermonuclear 19Fðp; αγÞ16O reaction rate as a

function of temperature has been calculated by numerical
integration of the S factors with the well-known formula for
NAhσvi in Rolfs and Rodney [39]. In this way, the present
mean rate and the associated uncertainties (low and high
limits) are obtained in a temperature region of 0.01–1 GK,
which are fully tabulated in the Supplemental Material [32].
The new data constrain the 19Fðp; αγÞ reaction rate for

the temperature region down to 0.05 GK, which covers the
temperature range of interest for faint supernovae (see, e.g.,
Clarkson and Herwig [17]). Figure 5 shows the comparison
between our JUNA rate and the previous rate of Spyrou

FIG. 3. Experimental yields for the 19Fðp; αγÞ16O reaction
measured by the JUNA experiment (with statistical uncertainties
only). The results for two implanted targets are shown separately,
where the target 2 data are scaled down by a factor of 1000. The
GEANT4 simulated curve is indicated by the solid line for each
target, by using the R-matrix calculated S factor as shown in
“fit1” in Fig. 4.

FIG. 4. Astrophysical S factors of the 19Fðp; αγÞ16O reaction
derived from the JUNA experiment (with statistical uncertainties
only). The previous experimental data (‘SP00 Expt’) [23] and
theoretical predictions (‘SP00 Calc’) [22,23] are shown for
comparison. Here we show the exact SðEÞ without taking into
account the individual experimental target thicknesses. Three
most probable R-matrix fits are shown. See text for details.
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et al. [23] (labeled as SP00). Our rate is significantly larger
than that of Spyrou et al. [23] below ≈0.2 GK. The
comparison is also shown for the recently reevaluated rates
by deBoer et al. [22] and by Zhang et al. [18], where both
evaluations gave similar central rates, yet with larger
uncertainty estimates based on previous data. Our new
JUNA rate deviates significantly from the previous ones by
a factor of 0.2–1.3 (as shown in the inset). We reported the
most precise value for the 19Fðp; αγÞ rate ever achieved.
Together with the previous investigations on the

19Fðp; α0Þ16O channel [19,21,22,24], the present Letter
provides strong experimental support that the ðp; α0Þ
channel dominates the total ðp; αÞ rate over the entire
low-temperature region below ≈0.12 GK, and thus clarifies
the role of these two channels [18,22].
In summary, as a day-one campaign at JUNA, we have

directly measured the important 19Fðp; αγÞ16O reaction
down to the lowest energy point of Ec:m: ≈ 72.4 keV,
relying on the extra-low background deep underground
environment in CJPL. This is almost an impossible task
in the aboveground lab with traditional techniques. The
measurement covered the energy region of Ec:m: ≈
ð72.4–344Þ keV, where the experimental data below
188.8 keV were measured (except the earlier unpublished
results [44]), for the first time, within the Gamow energy
region for this reaction of astrophysical interest. It shows
that the present 19Fðp; αγÞ16O S factors are much larger than
the previous predictions, and the associated uncertainties
are significantly reduced. The thermonuclear 19Fðp; αγÞ16O
rate has been determined for the temperature region down
to 0.05 GK based on direct experimental data, which is now
sufficient for the requirements of astrophysics models. The

current experiment demonstrated the capability of JUNA,
where more deep underground experiments are expected in
the future.
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