
Superconducting Phase Induced by a Local Structure Transition in
Amorphous Sb2Se3 under High Pressure

Kai Zhang ,1,* Ming Xu,2,* Nana Li,1,* Meng Xu,2 Qian Zhang,1 Eran Greenberg ,3,‡ Vitali B. Prakapenka ,3

Yu-Sheng Chen ,4 Matthias Wuttig ,5 Ho-Kwang Mao,1 and Wenge Yang 1,†
1Center for High Pressure Science and Technology Advanced Research (HPSTAR),

Shanghai 201203, People’s Republic of China
2Wuhan National Laboratory for Optoelectronics, School of Optical and Electronic Information,

Huazhong University of Science and Technology, Wuhan 430074, China
3Center for Advanced Radiation Sources, University of Chicago, Chicago, Illinois, USA

4NSF’s ChemMatCARS, University of Chicago, Chicago, Illinois 60637, USA
5Institute of Physics IA, RWTH Aachen University, 52074 Aachen, Germany

(Received 27 April 2021; revised 5 July 2021; accepted 13 August 2021; published 15 September 2021)

Superconductivity and Anderson localization represent two extreme cases of electronic behavior in
solids. Surprisingly, these two competing scenarios can occur in the same quantum system, e.g., in an
amorphous superconductor. Although the disorder-driven quantum phase transition has attracted much
attention, its structural origins remain elusive. Here, we discovered an unambiguous correlation between
superconductivity and density in amorphous Sb2Se3 at high pressure. Superconductivity first emerges in
the high-density amorphous (HDA) phase at about 24 GPa, where the density of glass unexpectedly
exceeds its crystalline counterpart, and then shows an enhanced critical temperature when pressure induces
crystallization at 51 GPa. Ab initio simulations reveal that the bcc-like local geometry motifs form in the
HDA phase, arising from distinct “metavalent bonds.” Our results demonstrate that HDA phase is critical
for the incipient superconductive behavior.
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The correlation between superconductivity and disorder
has been an intriguing and challenging puzzle in condensed
matter physics [1]. Based on BCS theory, superconductiv-
ity is dominated by the binding of electrons into Cooper
pairs that form a macroscopic quantum coherent state [2].
In contrast, the disorder typically enhances the localization
of electrons (Anderson localization) [3], leading to higher
resistance in amorphous solids. For a weakly disordered
system, superconductivity is insensitive to disorder, such as
impurities [3]. Therefore, superconductivity can occur in
many disordered systems, ranging from amorphous chal-
cogenides (e.g., phase change materials) [4,5], metallic
glass [6], high entropy alloys [7], strong coupled amor-
phous materials [8], to nitride films [9], amorphous oxides
films [10], and other amorphous alloy films [11]. The
disorder can even enhance the superconductivity critical
temperature in some specific systems, such as two-
dimensional (2D) layer materials [12], and amorphous
Bi film [13]. However, when disorder reaches a critical
level that can induce the localization of the electron wave
function, a quantum phase transition occurs, which is
termed as a superconductor-insulator transition (SIT)
[1,14]. A body of theoretical and experimental work has
provided significant insights into the nature of the SIT, for
example, the formation of superconducting islands at the
insulating side of the SIT [15], and the preformed Cooper

pairs in disordered superconductors well above the super-
conductivity critical temperature, Tc [10,16].
However, from a structural point of view, it is difficult to

precisely define disorder in amorphous solids. Although
superconductivity in disordered systems was first found in
amorphous Bi films [13], its structural origin remains
unknown [17]. To a large extent, this is ascribed to the
complicated topological and chemical order in glass, and
limitations of the experimental techniques accessible under
extreme conditions [17]. A plausible picture has claimed
that superconductivity in amorphous Bi results from its
higher packing density than crystalline Bi but convincing
experimental evidence is absent [18]. High pressure pro-
vides an effective route to tune the structural disorder and
electron localization in amorphous solids [19–25], as
demonstrated by the observation of superconductivity in
As2Te3 glass [26], amorphous Ge [27], and Ge-Sb-Te
phase-change materials [4,28] at high pressure. Yet, so far
there is no consensus regarding the local atomic arrange-
ment that facilitates the emergence of superconductivity.
Amorphous Sb2Se3 (a-Sb2Se3) provides a unique oppor-

tunity since it is rather stable against crystallization. The
crystalline counterpart is characterized by strong spin-
orbit coupling [29], and forms a topological insulator
[30]. Crystalline Sb2Se3 transforms from a topologically
trivial to a nontrivial state at 1 GPa [31] and displays
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superconductivity above 10 GPa [29]. This immediately
raises two questions: do these electronic changes even
occur in the amorphous state? How do changes in atomic
arrangement affect the electronic properties of the amor-
phous state? In this work, we have performed a systematic
study of the atomic arrangement and electronic properties
of a-Sb2Se3 at high pressure, correlating its superconduc-
tivity to the density and revealing a unique bonding
mechanism responsible for the formation of an amorphous
superconductor.
Amorphous Sb2Se3 was prepared by the conventional

thermal evaporation method [32]. The amorphous structure
was measured using synchrotron high-pressure x-ray dif-
fraction with a wavelength of 0.2952 Å. In situ high
pressure was generated by a membrane diamond anvil cell
(DAC) with a 100 μm culet size, using a Rhenium gasket,
and silicon oil as pressure transmitting medium. A ruby ball
and Au foil were used to calibrate the pressure. Low-
temperature electrical resistance was measured in a CuBe
alloy cell using a physical property measurement system
(DynaCool, Quantum Design Inc.). The diamond culet size
is 300 μm. The stainless steel was used as a gasket. A
mixture of epoxy and powdered cubic boron nitride was
used for electrical insulation. No pressure transmitting
medium was used. Platinum foils with a thickness of
2 μm were used for the electrodes. The standard van der
Pauw method was adopted to measure the resistance by
four-probe configuration. Room-temperature electrical re-
sistance was measured using a stainless-steel DAC with a
250 μm culet size. The ab initio simulations were per-
formed using the Vienna ab initio software package. More
detailed information about the experiment and simulation
procedure is shown in the Supplemental Material [33].
The electric transport measurement of a-Sb2Se3 at room

temperature is shown in Fig. 1(a) upon compression up to
72.5 GPa and subsequent decompression. The resistivity
drops by 7 orders of magnitude between 0 and 20 GPa.
Then, up to 57.2 GPa a much smaller resistivity decrease is
found, followed by a small inflection at 57.2 GPa towards
lower resistivity (The three-step transformation sequence
for the electronic conductivity σ is shown in the inset
as well). The electric transport properties were further
measured at high pressure and low temperature [Figs. 1(b)–
1(c)]. For pressure below 21.7 GPa, the resistance versus
temperature curve RðTÞ shows the typical behavior of a
semiconductor, i.e., a negative R-T coefficient. At higher
pressure, the resistance displays a sharp decrease at low
temperature. A more detailed measurement (run 2) confi-
rmed that superconductivity appears at 23.9 GPa with a cri-
tical temperature of Tc ∼ 4.5 K [Fig. 1(c) and S1(a)–S1(c)
in Ref. [33] ]. Superconductivity is further verified by the
suppression of the Tc with increasing magnetic field
[Figs. 1(e)–1(f)]. Upon further compression, the Tc gradu-
ally increased to 6.5 K at 51 GPa and simultaneously
showed another higher transition temperature at 7.5 K at

0 T [Fig. 1(e)]. This generally implied the appearance of an
additional superconducting phase with a higher transition
temperature [4]. When increasing pressure to 60 GPa, only
one single Tc ∼ 7.9 K was found [Fig. 1(f)]. During
decompression, superconductivity can be maintained at a
relatively higher Tc ∼ 10 K until its disappearance at
25 GPa, at which double Tc transitions appear again
[Fig. S1(d) [33] ]. The detailed Tc is later shown in the
superconducting phase diagram of Fig. 4(b). We estimate
the value of the upper critical magnetic field (Hc2, the
magnetic field at which superconductivity disappears
at zero temperature), using the Werthamer-Helfand-
Hohenberg formula [36] that has successfully predicted
the upper critical magnetic field of amorphous super-
conductor [6],

HWHH
c2 ð0Þ ¼ −0.693TcðdHc2=dTÞT¼Tc:

The estimated upper critical field value, μ0Hc2ð0Þ, is
shown in Fig. 1(d). The decompression process shows
a higher μ0Hc2ð0Þ than the compression process, which
means superconductivity is more robust during de-
compression.
In situ high-pressure synchrotron x-ray diffraction

(XRD) was performed to reveal the structural origin of
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FIG. 1. Electric transport measurements of a-Sb2Se3 at high
pressure. (a) Resistivity changes under compression and decom-
pression at room temperature. The inset shows the change in the
σ-P slope represented by pink, green, and purple colors,
respectively. (b) Characterization of the superconducting tran-
sition upon compression. (c) Detailed measurements near the
superconducting transition temperature. The data at 23.9, 45.4,
and 63.3 GPa are from run No. 2. (d) Superconducting upper
critical field upon compression (blue) and decompression (or-
ange). Open symbols are from run No. 1, solid symbols are from
run No. 2. Magnetic field dependent RðTÞ of superconducting
transition at 51 (e) and 60 GPa (f).
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superconductivity [the original data are shown in
Figs. S2(a) and S2(b) in the Supplemental Material
[33] ]. Upon compression, the evident change is that
a-Sb2Se3 experiences an amorphous to crystalline transi-
tion at 58.1 GPa. The crystalline phase persists to the
highest pressure in this study, 78.2 GPa, which is verified as
a bcc structure by structural analysis [Fig. S2(d) [33] ].
During decompression, bcc-Sb2Se3 returns to the amor-
phous phase at about 24 GPa and finally recovers to the
initial a-Sb2Se3 structure. The reversible pressure-induced
crystallization is not very common in disordered materials,
but such a transition is frequently seen in amorphous
chalcogenides, probably due to the large flexibility in
terms of local structure and chemical bonds [37].
Furthermore, we extracted the structure factors of

a-Sb2Se3, SðqÞ, and the pair distribution functions gðrÞ
to correlate the local atomic arrangement with supercon-
ductivity [Figs. 2(a) and 2(b)]. Surprisingly, there are two
regimes for the shift of the principal peak of SðqÞ located
near 2.2 Å−1 as shown in Fig. 2(c). With increasing
pressure, the peak shift proceeds at a relatively faster
pace over the low-pressure range of 0.6–15.7 GPa at app-
roximately 0.021 Å−1=GPa, but at a slower pace of
0.0048 Å−1=GPa above 15.7 GPa. In the gðrÞ plot
[Fig. 2(d)], two distinct regimes of peak shift for the
nearest neighbor atomic distance r1 can be seen. Below
15.7 GPa, r1 enlarges unexpectedly to a longer distance
followed by a gradual compression at higher pressure

[also indicated as the orange triangle in Fig. 2(e)]. It is
reported that the crystalline Sb2Se3 undergoes a structural
phase transition from the orthorhombic Pnma phase to
the bcc Im − 3 m phase at 51 GPa [38]. Therefore, we
compared the local structure evolution between amorphous,
Pnma, and bcc Sb2Se3, by the reduced pair distribution
function GðrÞ as detailed in Fig. S3 of Ref. [33]. The
resulting r1 of GðrÞ is plotted in Fig. 2(e), which clearly
demonstrates that r1 of the amorphous phase gradually
deviates from the Pnma structure (low-pressure crystalline
phase) toward the bcc-like one (high-pressure crystal-
line phase).
To corroborate the atomic structure changes described

above, the simulated structure evolutions with applied
pressure are performed as shown in Fig. 3. At low pressure,
the first and second peaks of gðrÞ are recognizable
[Fig. 3(a)]. With increasing pressure, the first peak gradu-
ally shifts to a larger distance at 20 GPa [see the vertical
dashed line in Fig. 3(a)] and subsequently contracted,
which is consistent with experimental gðrÞ. The second
peak gradually merges with the first peak and evolves into a
shoulder-like feature, finally becoming indistinguishable at
50 GPa. In Fig. S4(a) [33], the partial gðrÞ indicates that
with increasing pressure the Se-Se correlation distance at
3.85 Å abruptly diminishes, in contrast to a small change in
the Sb-Sb distance. Therefore, the expansion of r1 at low
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position of the first peak. (b) Angle distribution function, showing
the appearance of the 60° bond angle starting at 16 GPa.
(c) Simulated partial coordination number around Sb and Se
atoms indicates a subtle but definite transition at 16 GPa, which is
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pressure is mainly ascribed to the Se atoms squeezed into
the first neighbor shell.
It is noteworthy that the angle distribution function

(ADF) shows the appearance of a 60º bond angle starting
at 16 GPa [red arrow in Fig. 3(b)], which demonstrates that
a short-range order (SRO) change is triggered. After
20 GPa, ADF transforms into a distinctly different profile.
More specifically, the ADF changes around the Se
atoms are more apparent than those around the Sb atoms
[Fig. S4(b) [33] ], which is compatible with the large atom
motion of Se in partial gðrÞ as mentioned above. This
structural change is also manifested by the increased
coordination number (CN) at applied pressure with a slight
transition at 16 GPa, which is consistent with the exper-
imental CN change [Fig. 3(c)]. As a result, the local
geometry units transform from 6-, 7-, and 8-member rings
to 3-member rings at 20 GPa [Fig. 3(d)].
Taken together, the appearance of superconductivity is

clearly related to the intermediate amorphous phase. To
correlate them, a diagram of the volume and superconduc-
tivity versus applied pressure is shown in Fig. 4. The initial

density of a-Sb2Se3 is 16% smaller than that of the
crystalline phase at ambient pressure [Fig. 4(a)]. This is
attributed to an open network glass structure [19,39] as
indicated by the prepeak in SðqÞ [Fig. 2(a)] and the first
sharp diffraction peak (FSDP) at ∼1.2 Å−1 [Fig. S2(c)
[33] ], which generally signifies the prevalence of medium-
range order (MRO) in glass [40]. Upon compression, the
density of a-Sb2Se3 quickly increases due to the collapse of
network structure as indicated by the sharply diminished
FSDP. More surprisingly, amorphous density even sur-
passes the crystalline phase at 16 GPa, which is attributed
to the formation of more compact local structure as
demonstrated by the transition of the bond angle r1 and
CN. Although crystalline Sb2Se3 only shows the ortho-
rhombic structure in the same pressure range [38], the
present results suggest two different structural motifs in
a-Sb2Se3 at low and high pressures, accordingly, dictating
different compression mechanisms. Based on density cross-
over and SRO changes, we thus divide the amorphous
range into low-density amorphous (LDA) and high-density
amorphous (HDA) regions with the critical point at around
20 GPa, which are governed by MRO and SRO changes,
respectively.
A Tc-P diagram is summarized in Fig. 4(b) by plotting

the Tc versus pressure, considering both a-Sb2Se3 and bcc-
Sb2Se3. The Tc gradually increases with pressure because
the density and SRO of HDA phase gradually approach
those of the bcc phase [Fig. 4(b)]. When reaching the phase
transition point at around 50 GPa, the local structure of
HDA phase, such as gðrÞ and ADF, has highly resembled
the bcc phase (70 GPa) [dashed line in Figs. 3(a) and 3(b)],
therefore, a-Sb2Se3 shows a clear Tc upturn that is
suggested by the increased Tc slope with pressure
[Fig. 4(b)]. Superconductivity persists up to the highest
pressure studied, 65 GPa. During decompression, Tc
increases slightly and saturates at 25 GPa. It disappears
suddenly when the high-pressure bcc phase collapses into
the LDA phase. It should be noted that there is a small
pressure difference in HDA-bcc transition for XRD and
room- or low-temperature resistance measurements, which
is mainly attributed to nonhydrostatic conditions that cause
stress inhomogeneity.
The atomic arrangement in solids essentially depends on

the chemical bonds between adjacent atoms, which can be
represented by a competition between electron localization
(ionic or covalent bonding) and electron delocalization
(metallic bonding) [39,41–43]. Unlike the abrupt phase
transition in amorphous Si or Ge [20,44,45], polyamor-
phism in chalcogenide glass leads to a relatively continuous
change, which is traditionally attributed to a semiconduc-
tor-metal transition [4]. However, the anomalous inter-
mediate behavior in the structural and electronic aspects
observed in the HDA Sb2Se3 cannot be explained by
covalent or metallic bonding alone. In terms of the
conductivity [inset in Fig. 1(a)], HDA Sb2Se3 falls within
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a narrow linear range from 190 to 4000 S=cm, resembling
the value of incipient metals [46,47]. Interestingly, this
special class of materials is recently relevant for a variety of
applications, including phase change materials, thermo-
electrics, topological insulators, and photonic devices [48].
It is attributed to a unique bonding mechanism, named
metavalent bonding (MVB) [47,49], which is closely
related to local structure distortion and electron localization
strength [42,50]. Indeed, similar resistivity values have
been observed for crystalline sesqui-chalcogenides such as
Bi2Se3, Bi2Te3, and Sb2Te3 which present MVB, while
crystalline Sb2Se3 without MVB shows a much higher
resistivity [50,51].
In semiconducting materials with a narrow bandgap,

Peierls-like distortion (PLD) is prevalent, to minimize the
electronic energy and, thus, stabilize the structure [52,53].
PLD describes the formation of the long- and short-bond
around a centered atom where the statistic distribution of
bond pairs is limited to an angle close to 180°. Typically,
PLD is extremely large in an amorphous state compared to
its crystalline counterpart. Therefore, LDA Sb2Se3 is a
covalently bonded semiconducting material that shows
pronounced PLD [Fig. 5(a)]. For HDA, the local atomic
environment gradually approaches the cubic structure
upon compression as evidenced by the decreased PLD
[Fig. 5(b)], which is characterized by MVB. This is
consistent with MVB systems in which small PLD are
frequently encountered [47]. Electronic instability is con-
comitant with PLD due to the repartitioning of the electrons
between long and short bonds. The electron localization
function can give a quantitative description of the chemical
bonding [54,55]. Apparently, when applying high pressure
on a-Sb2Se3, highly localized electrons in the LDA phase

transform toward a more delocalized state [more green
areas in the HDA phase, Figs. 5(c) and 5(d)].
In summary, combining the in situ high-pressure x-ray

diffraction and electric transport measurement results, we
establish the superconducting phase diagram of a-Sb2Se3
up to 65 GPa, which was confirmed by ab initio simu-
lations. a-Sb2Se3 shows a highly flexible network structure
and resistivity change at high pressure, governed by distinct
structural rearrangement on different length scales. HDA
phase, featured by metavalent bonding, plays a pivotal role
in the delocalization of electrons and the occurrence of
superconductivity in the amorphous state. Interestingly, the
disorder in materials with similar properties such as
disordered crystalline Sb2Te3, SnSb2Te4, and GeSb2Te4
has recently been found to lead to Anderson localization
[43,56,57]. The results presented here provide a structural
basis for the incipient structure of pressure-induced super-
conductivity in amorphous solids.
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