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Volatile drops deposited on a hot solid can levitate on a cushion of their own vapor, without contacting
the surface. We propose to understand the onset of this so-called Leidenfrost effect through an analogy to
nonequilibrium systems exhibiting a directed percolation phase transition. When performing impacts on
superheated solids, we observe a regime of spatiotemporal intermittency in which localized wet patches
coexist with dry regions on the substrate. We report a critical surface temperature, which marks the upper
bound of a large range of temperatures in which levitation and contact coexist. In this range, with
decreasing temperature, the equilibrium wet fraction increases continuously from zero to one. Also, the
statistical properties of the spatiotemporally intermittent regime are in agreement with that of the directed
percolation universality class. This analogy allows us to redefine the Leidenfrost temperature and shed light
on the physical mechanisms governing the transition to the Leidenfrost state.
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Johann Gottlob Leidenfrost reported, in his 1756 treatise,
that volatile liquids deposited on superheated substrates can
float on a cushion of their own vapor [1]. Levitation occurs
when the substrate is heated above the Leidenfrost temper-
ature TL. In this noncontact situation, the heat transfer is
dramatically reduced, with often dramatic consequences in
cooling applications [2–4] or diesel engines [5,6], and the
drop lifetime is consequently enhanced [7]. The Leidenfrost
temperature is classically defined as the temperature which
maximizes the lifetime of a drop deposited on a hot substrate
[7,8]. Experiments show that TL depends on the thermal
properties of the liquid and the solid [8–10], surface rough-
ness [10,11], wettability [12,13], and liquid impurities
[10,14]. The measured values of TL are typically 100 °C
larger than the liquid’s boiling point Tb, and vary greatly.
For example, the Leidenfrost point of distilled water on a
polished metal plate has been reported to range from 150 °C
[7] to 300 °C [8].
In their seminal work, Baumeister et al. [15] rationalized

the uncertainty in the determination of TL by noticing that
initially floating water drops can survive when the substrate
is cooled down to the liquid’s boiling point. This observation
shows that the vapor layer can support the liquid even for
vanishing superheat as predicted by lubrication models [16].
They also reported that perturbations can terminate levitation
for temperatures ranging from 100 °C to 200 °C, the later
value being consistent with a typical value of TL, suggesting
that the levitated drops are metastable for a large temperature
range whose bounds we denote T−

L and Tþ
L [Fig. 1(a)].

Further experiments [17–20] confirmed the metastability of
the levitated state and showed that the lower threshold of the

Leidenfrost temperature T−
L is controlled by hydrodynamic

instabilities of the gas layer, or by surface contamination
and/or roughness. On the contrary, measuring Tþ

L is still
challenging because of the hysteresis introduced by the
hydrodynamic stability of the vapor layer and only recently
attempts have been made to derive Tþ

L from a stability
analysis at the nanoscale [21]. The physical mechanisms that
set Tþ

L thus remain elusive.
In this Letter, we propose an analogy between the

transition to the Leidenfrost state and nonequilibrium
systems exhibiting a phase transition into an absorbing

(a)

(c)

(b)

FIG. 1. (a) Schematic phase diagram for levitation and contact.
Both states can be (locally) observed for substrate temperatures
between T−

L and Tþ
L where they coexist. (b) Sketch of the dynamics

of directed bond percolation. (c) Ethanol drops with equilibrium
radius R and velocity U impact a sapphire substrate with temper-
ature T. We record side views and use total internal reflection (TIR)
imaging to measure the thickness hðr; tÞ of the gas film squeezed
between the liquid and the solid (sketch not to scale).
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state in the directed percolation (DP) universality class.
Such transitions arise from simple mechanisms, and
have thus been used to model a wide range of nonequili-
brium phenomena from the spread of epidemics, to
catalytic reactions, and the onset of turbulence [22–26].
In Fig. 1(b), we sketch the dynamics of a prototypical
realization of DP, bond percolation and illustrate them with
the example of the onset of turbulence in subcritical shear
flows, for which a similar analogy was formulated by
Pomeau [27] and later verified by experiments and simu-
lations [28–31]. An active state (in black) spreads to its
nearest neighbors through connected bonds with a prob-
ability P. Active sites (i.e., turbulent patches) cannot
spontaneously arise, but only occur through interactions
with already active domains. This condition reflects the
absorbing nature of the inactive state and, in our example,
stems from the linear stability of the flow. The evolution of
the system is controlled by a single parameter, the prob-
ability P, whose equivalent is the Reynolds number for the
onset of turbulence in subcritical shear flows. There is a
critical probability below which the system returns to a
fully inactive (i.e., laminar) state and above which a second
order phase transition occurs and the fraction of active sites
(i.e., the turbulent fraction) is always greater than zero.
Nonequilibrium wetting models provide insight on how to
map a DP process to the Leidenfrost effect by suggesting to
understand the onset of levitation, at Tþ

L , as an unpinning
transition. Indeed, such models argue that, in the presence
of a short-range attractive force, a second order phase
transition in the DP universality class marks the boundary
of a regime where contact (active) and levitated (inactive)
patches coexist on the substrate. This boundary corre-
sponds to the detachment of the liquid-gas interface
[32,33], in agreement with the observed metastability of
the levitated state, which reflects its absorbing nature.
We now investigate whether this analogy holds, using

drop impact experiments as a method to perturb the
metastable levitated state, and thereby directly observe
the behavior of contact points using total internal reflection
(TIR) imaging [34,35]. We first evidence a continuous
transition towards the Leidenfrost state when varying
the substrate temperature T—not a sharp one, as often
assumed—and then discuss whether this transition lies in
the directed percolation universality class.
Our experiments, sketched in Fig. 1(c), consist in

impacting ethanol (density ρ ¼ 789 kg=m3, and surface
tension γ ¼ 22 mN=m) drops on an optically smooth
sapphire substrate. We choose this liquid-solid combi-
nation as the excellent thermal conductivity of sapphire
(k ¼ 35 W=K=m) approximates isothermal substrate con-
ditions and allows to neglect vapor cooling [36,37].
The substrate temperature is set to a fixed superheat
ΔT ¼ T − Tb, where Tb ¼ 351 K is the boiling point of
ethanol, ranging from 69� 2 K to 104� 2 K, using a
proportional-integral-derivative controller, and calibrated

using a surface probe. Drops with radius R ¼ 1.1 mm are
released from a calibrated needle, whose height is adjusted
to obtain the desired impact velocity U. In this Letter, we
harness impacts to generate quasi-two-dimensional vapor
films (with thickness h ≪ R) [38], and to trigger liquid-
solid contact through surface contamination. We will not
discuss the influence of liquid inertia and the so-called
dynamic Leidenfrost effect [39], where impacting drops
have large impact velocities: we employ low impact
velocities U between 0.6 m=s and 0.8 m=s (i.e., We ¼
ρRU2=γ ¼ 14 − 25), close to the transition from levitation
to contact. We record side views at 20 kHz, from which
we obtain the impact velocity U and the drop radius R.
Simultaneously, we observe the occurrence of contact using
a second synchronized bottom-view high-speed camera,
connected to a long distance microscope (with 15 μm=px
resolution), which records TIR snapshots at 200 kHz. The
gray scale intensity of these snapshots yields quantitative
thickness measurements which allows us to distinguish wet
from dry areas (see Supplemental Material for details of the
optical setup and image processing [40]).
In Fig. 2(a), we show TIR snapshots recorded during an

impact (R ¼ 1.1 mm,U ¼ 0.65 m=s) on a substrate heated
87 K above the boiling point of ethanol. Liquid-solid
contact nucleates at a single point (red arrow, t ¼ 0.01 ms)

(a)

(b)

FIG. 2. (a) TIR snapshots for the impact of a drop with radius
R ¼ 1.1 mm and impact velocity U ¼ 0.65 m=s (i.e., We ¼ 17)
for an imposed superheat ΔT ¼ 87 K. Contact nucleates at
t ¼ 0.01 ms (red arrow) and spreads until it starts receding
(t ¼ 0.07 ms). (b) Spatiotemporal binarized representations of
the wet regions for three superheat below (ΔT ¼ 69 K), close
to (ΔT ¼ 87 K), and above (ΔT ¼ 98 K) the critical point.
We show a square of 0.77 mm × 0.77 mm within the observation
area during 5 ms (time goes downwards).
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and the liquid spreads. Yet, at t ¼ 0.07 ms, the liquid front
recedes, in contrast to observations at ambient temperature
where dewetting does not occur [43,44]. The subsequent
spreading and receding dynamics lead to the creation of an
extended two-dimensional wetting pattern (t ¼ 5.00 ms),
called transition boiling pattern [45]. This observation
highlights the existence of the mechanisms necessary for
the proposed analogy: active wet patches evolve by spread-
ing on initially inactive dry regions, and, in the presence
of superheat, also recede to the inactive state showing the
characteristics of a regime of spatiotemporal intermittency
(see Movie S1), similarly as at the transition from the
laminar to the turbulent regime in pipe flow [25]. In our
situation, the order parameter is the wet fraction, ρðtÞ, that
we measure by binarizing TIR snapshots using a quanti-
tative thickness criterion, hðr; tÞ < hc ¼ 66 nm, which
allows us to discriminate the wet from the dry regions.
Varying hc in the range 40 nm to 100 nm (implying a
variation of the intensity threshold by a factor 4 [35]) does
not affect the scaling properties. We first qualitatively study
the influence of ΔT by creating binarized spatiotemporal
diagrams showing a 0.77 mm × 0.77 mm area inside the
wetted region during 5 ms for three different superheats
[Fig. 2(b)]. For ΔT ¼ 69 K, wet patches, initially coexist-
ing with dry areas, invade a large fraction of the domain.
In contrast, they eventually disappear for ΔT ¼ 98 K,
revealing the existence of an unpinning transition of the
liquid-gas interface. Close to the critical point (later
determined to be ΔTc¼87.7�1.3K) at ΔT ¼ 87 K, wet
regions persist among large dry areas, suggesting a con-
tinuous phase transition.
We now quantitatively investigate the variation of the wet

fraction when varying the superheat ΔT from 69 K to 87 K.
We fix the impact velocity U ¼ 0.65 m=s, and choose a
105 px × 105 px observation area centered on the impact
location whose size is limited by the extent of the wetted
region under the drop. In Fig. 3(a), we show the temporal
evolution of the wet fraction ρðtÞ during an impact for
ΔT ¼ 87 K. After an initial transient, during which we
observe large oscillations, the wet fraction reaches a
plateau, whose value we denote ρ̄, and that lasts for at
least 7 ms. We interpret this plateau as a steady state
spatiotemporal intermittency regime, although its observa-
tion time is limited in our experiments by (i) the drop
dynamics that reduce the wetted area and (ii) substrate
cooling (see Supplemental Material for a discussion of the
steady state approximation and of these two effects). In
Fig. 3(b), we plot the steady state order parameter ρ̄,
averaged over ten impacts for each ΔT, as a function of the
superheat. The wet fraction continuously decreases to zero
with increasing superheat, evidencing a second order phase
transition characterized by a power law scaling ρ̄ ∼ εβ,
where ε ¼ ðΔTc − ΔTÞ=ΔTc, and ΔTc is the critical point
[Fig. 3(c)]. We first determine ΔTc by linearly fitting the
logarithms of ρ̄ and ε assuming β ¼ 0.583, which is the

value predicted for DP in (2þ 1) dimensions [46]. This fit
(dashed red line) yields the estimate ΔTc ¼ 87.7� 1.3 K,
that we use as an input to obtain the fitted value of
β ¼ 0.65� 0.15 from the experimental data (solid green
line). The variation of ρ̄ with ε is compatible with that
expected from DP in (2þ 1) dimensions, but the uncer-
tainty in the imposed superheat prevents us from more
accurately verifying the value of β.
To further assess whether the unpinning transition of the

liquid-gas interface falls in the directed percolation univer-
sality class, we follow the approach of Takeuchi et al. [47],
and explore the temporal and spatial distributions of the dry
(inactive) regions close to criticality. We define an inactive
temporal interval τ (or similarly, an inactive spatial interval l)
for any pixel ði; jÞ in the observation area as an interval
that verifies hði; j; tÞ < hc and hði; j; tþ τÞ < hc while
hði; j; t0Þ > hc for 0 < t0 < τ. In Figs. 4(a) and 4(b), we
show the distributions NðτÞ and NðlÞ measured in the
intermittent steady state forΔT ¼ 87 KwhereNðτÞ [respec-
tively, NðlÞ] is the number of intervals of length τ (respec-
tively, l). Both distributions display power-law decays, in
good agreement with what is expected from DP in (2þ 1)
dimensions [24]: namely,NðτÞ ∼ τ−μk andNðlÞ ∼ l−μ⊥ with
μk ≃ 1.549 and μ⊥ ≃ 1.204 [46] (dashed red lines).

(a)

(c)

(b)

FIG. 3. (a) Temporal evolution of the wet fraction ρðtÞ during
an impact with R ¼ 1.1 mm, U ¼ 0.65 m=s (i.e.,We ¼ 17), and
ΔT ¼ 87 K. After an initial transient, the wet fraction reaches a
plateau value, ρ̄. (b) Mean wet fraction ρ̄ in the steady state as a
function of the imposed superheat ΔT. The vertical and hori-
zontal error bars represent the standard deviation of ρðtÞ and the
accuracy of the thermocouple, respectively. (c) Same data plotted
as a function of ε ¼ ðΔTc − ΔTÞ=ΔTc and on a log-log scale.
The lines are fits of the form ρ̄ ∼ εβ where β is the DP exponent in
(2þ 1) dimensions (dashed red line) and the best fit exponent
(solid green line).
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Further away from the critical point, power-law scalings
are expected only over a finite temporal and spatial
range and the distributions have exponential tails [see
Figs. 3(a) and 3(b) in the Supplemental Material]. For
directed percolation, the correlation times, ξk, and corre-
lation lengths, ξ⊥, associated with the distribution tails
scale as ξk;⊥ ∼ ε−νk;⊥ , where the exponents νk;⊥ and μk;⊥ are
related by μk;⊥ ¼ 2 − β=νk;⊥ [24]. Merging the power-law
and tail scalings, one obtains the generic form of the
inactive interval distributions NðτÞ ∼ τ−μkfðτενkÞ and
NðlÞ ∼ l−μ⊥fðlεν⊥Þ, where f is an unknown function
[24]. We test this scaling by plotting τμkNðτÞ and
lμ⊥NðlÞ as a function of τενk and lεν⊥ for superheats
ranging from 69 K to 87 K taking the (2þ 1) dimensions
DP exponents values νk ≃ 1.295 and ν⊥ ≃ 0.733 [46]
[Figs. 4(c) and 4(d)]. The data collapses well for the spatial
distributions but the collapse is less satisfying for the time
intervals, a consequence of the limited observation time in
our experiments that prevents us from observing exponen-
tial tails for all but the lowest superheat.
Finally, we complement our steady state study by

performing critical-spreading experiments, that is experi-
ments in which wetting spreads from a single initial contact
point. We ensure that this condition is met by adjusting the
impact velocityU, for each superheat, to be in the regime in
which contamination can randomly puncture the vapor film

and by discarding all impacts where multiple initial contact
points are present (see Movie S2). Such experiments allow
us to measure the survival probability Psðt;ΔTÞ that a
cluster, which started from a single active seed, survives at
time t. We obtain statistics for the survival probability by
realizing 81–100 impacts for each imposed value of the
superheat ΔT. We immediately notice that the maximum
observation time of approximately 18 ms, fixed by the drop
rebound time, is too short to probe the power-law decay
scaling of the survival probability at criticality. We thus
focus on the regime ε < 0, in which contact is short-lived,
and show, in Fig. 5, the survival probability Psðt;ΔTÞ for
three superheats larger than ΔTc. For ΔT ¼ 98 K
and 104 K, the survival times are indeed short enough
to discard the influence of the finite observation time, and
we observe that Psðt;ΔTÞ decays approximately exponen-
tially, a signature of a memoryless process [25]. The
observed distribution can be described by a fit of the form
exp½−ðt − t0Þ=τ�ðΔTÞ� (black dashed lines) where t0 is a
constant related to the formation of the wetting pattern
and τ�ðΔTÞ is the characteristic lifetime. Clearly, τ�ðΔTÞ
rapidly decreases as the superheat increases above the
critical point, but our limited data do not allow us to probe
its functional form and possible divergence for a finite
superheat [25,26,48,49]. However, this qualitative picture,
which holds for a wide range of impact velocities [50],
is key in the context of the dynamic Leidenfrost effect.
While contact can occur when ΔT > ΔTc for large impact
velocities, only 10 K above the critical superheat, the
characteristic lifetime of contact is much shorter than both
the bouncing and evaporation time of the drop, indicating
that heat transfer is largely reduced.
In this Letter, we have introduced an analogy between

the transition towards the Leidenfrost state and phase
transitions in the directed percolation universality class.
We reported the existence, in the presence of superheat, of

(a) (b)

(c) (d)

FIG. 4. (a),(b) Distributions of the duration τ and lateral length
l of the dry intervals in the steady state for ΔT ¼ 87 K, close to
the critical superheat. The distributions of l and τ decay
algebraically in good agreement with the DP power-law scalings
(red dashed lines). (c),(d) Collapse of the temporal (c) and spatial
(d) distributions in (a) and (b) using the directed percolation
power laws: τμ

k
NðτÞ ∼ fðτενk Þ and lμ⊥NðτÞ ∼ fðlεν⊥Þwhere f is

an unknown function.

FIG. 5. Survival probability Psðt;ΔTÞ of a contact nucleated
at a single location during an impact for three different super-
heat ΔT > ΔTc. The dashed lines are fits of the form
exp½−ðt − t0Þ=τ�ðΔTÞ�, where t0 is a constant and τ�ðΔTÞ is
the characteristic lifetime of contact.
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the elementary mechanisms necessary for this analogy: the
spreading and receding of transient wet patches coexisting
with dry regions on the substrate in a spatiotemporal
intermittency regime. We then evidenced a continuous
decrease of the steady state wet fraction with increasing
superheat, leading to the unpinning of the liquid-gas
interface from the substrate, and obtained statistics in
agreement with the power-law scalings of the DP univer-
sality class. This analogy allowed us to redefine the upper
threshold of the Leidenfrost temperature Tþ

L as the critical
point of a phase transition where two competing mecha-
nisms (i.e., the spreading and receding of wet regions) are
balanced. We stress that this definition of the Leidenfrost
temperature does not stem from the hydrodynamic ability
of the vapor layer to support the liquid but that it expresses
the resilience of Leidenfrost drops to contact when T > Tþ

L .
The insight gained from the identification of the DP
behavior is not limited to the Leidenfrost temperature.
The absorbing nature of the levitated state indicates that,
in the absence of perturbations, a floating drop will not
spontaneously undergo a transition to the contact state,
while the opposite is always allowed. This asymmetry
between contact and levitation is linked to the existence of
metastable Leidenfrost drops down to the lower threshold
of the Leidenfrost temperature T−

L. Future experiments will
hopefully be able to relieve the bouncing and cooling time
constraints, allowing to further confirm the steady state
approximation of this study, and to measure the survival
probability close to the critical point. It would also be
interesting to characterize the deterministic microscopic
dynamics of the spreading and receding processes to build
our understanding of the substrate and liquid properties that
affect the balance between spreading and receding, and
thus the value of the Leidenfrost temperature.
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