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We study the influence of oxygen vacancies on the formation of charged 180° domain walls in
ferroelectric BaTiO3 using first principles calculations. We show that it is favorable for vacancies to
assemble in crystallographic planes, and that such clustering is accompanied by the formation of a charged
domain wall. The domain wall has negative bound charge, which compensates the nominal positive charge
of the vacancies and leads to a vanishing density of free charge at the wall. This is in contrast to the
positively charged domain walls, which are nearly completely compensated by free charge from the bulk.
The results thus explain the experimentally observed difference in electronic conductivity of the two types
of domain walls, as well as the generic prevalence of charged domain walls in ferroelectrics. Moreover, the
explicit demonstration of vacancy driven domain wall formation implies that specific charged domain wall
configurations may be realized by bottom-up design for use in domain wall based information processing.
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Domain walls (DWs) in ferroelectric crystals are two-
dimensional topological defects separating domains of
distinct directions of the spontaneous polarization. They
are ubiquitous, and significantly affect physical properties
[1–3] such as polarization switching [4,5], dielectric
permittivity [6,7], and piezoeletric response [8,9]. In
addition, DWs are typically highly mobile [10] and their
position may be controlled by external electric fields. The
versatile properties of DWs [11,12] have thus opened
exciting avenues for applications in electronics, such as
diodes [13] and nonvolatile memory devices [14,15], and
are promising candidates as building blocks for the next
generation of photovoltaics [16,17].
The properties of individual DWs strongly depend on the

orientation of the spontaneous polarization (P) with respect
to the DW. When the normal component of P changes
across the wall, a net bound charge is created in the DW
[18], giving rise to electric fields that typically far exceed
the coercive field for polarization reorientation. Such a
charged domain wall (CDW) would be highly unstable
without a mechanism to screen the bound charge [19–21].
As such, unambiguous verification that CDWs are present
in proper ferroelectric crystals [18,20,22,23] has led to the
conclusion that charged impurities must play a fundamental
role in stabilizing CDWs [24].
The role of oxygen vacancies (VOs) as a stabilizing agent

for CDWs has been studied both experimentally and by
simulations [25–31]. In addition, it is known that VOs may
assemble in perovskite lattice planes under certain conditions
[32–36]. However, these two effects have generally been
regarded as unrelated, as themostwidely acceptedview is that
VOs serve to stabilize CDWs that have formed spontaneously,

or by other means. However, previous studies have also
shown that VOs located at axial sites of TiO6 octahedra in
PbTiO3 create a displacement of the Ti atom [37] and a
corresponding dipole moment. This suggests an alternative
view inwhich vacanciesmay in fact facilitate the formation of
CDWs instead of simply delivering a stabilizing charge
distribution. The notion that VOs may directly nucleate
CDWs has broad implications for the understanding and
application of CDWs in general. However, the formation
mechanisms of CDWs remain elusive due to the apparent
strong instability of CDWs and the technical challenges
associated with carrying out ab initio studies of CDWs in
both pristine and doped ferroelectrics.
In this Letter, we describe results from first-principles

calculations of 180° domain walls in BaTiO3 showing that
it is favorable for oxygen vacancies to accumulate in
planes, and that such accumulation gives rise to CDWs
forming spontaneously. In particular, we demonstrate that
the screening of the bound charge of head-to-head (HH)
CDWs occurs through the filling of local conduction bands,
regardless of vacancies. The negative charge at tail-to-tail
(TT) CDWs is screened by the positive charge from the
vacancies, thus quenching the p-type conductivity charac-
terizing TT CDWs in the pristine system.
BaTiO3 presents a phase transition from cubic (Pm3̄m)

to tetragonal (P4mm) structure at ∼404 K, a subsequent
first-order transition to an orthorhombic (Amm2) structure
at ∼273 K and finally another first-order transition at
∼183 K to a rhombohedral (R3m) structure with polari-
zation in the (111) direction [38,39]. Here we will focus on
the tetragonal phase, but expect that the conclusions will
hold true for other phases and similar compounds.
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Our calculations were done in the framework of density
functional theory (DFT), implemented in the GPAW
electronic structure package [40,41] using the projector-
augmented wave method [42], the local density approxi-
mation (LDA) [43] and a plane wave basis. We used a
plane-wave cutoff of 700 eV and a Γ-centered Monkhorst-
Pack k-point grid with a density of 6 Å. Forces were
typically relaxed below 0.01 eV=Å (for details on the
atomic structure and Born effective charges see the
Supplemental Material [44]).
We begin by considering 180° CDWs in BaTiO3 without

any vacancies. This will serve as a reference system that
allows us to gain insight into the influence of vacancies on
the electronic properties of CDWs. In addition, it is known
that a dilute distribution of CDWs in oxide perovskites can
be stable and robust in defect-free thin films [22]. We thus
construct a 1 × 1 × 16 supercell of tetragonal BaTiO3 and
divide it into two areas of opposite polarization parallel to
the long axis of the supercell. The polarization of the
subcell α can be written as Pi;α ¼ ð1=ΩÞPj;a∈α Z

�a
ij d

a
j

[47]. Here Ω is the unit cell volume, daj is the displacement
of atom a with respect to its position in the centrosym-
metric structure in direction j, Z�a

ij is the Born effective
charge tensor of atom a and the sum runs over atoms in unit
cell α. Since the Z�a

ij depend on the local electronic
structure, we average the tensors obtained for the cubic
and tetragonal phases of BaTiO3 [44]. The atomic displace-
ments of the supercell are smoothed so the polarization
profile becomes Pα ¼ P0 tanhðzα=δÞ, where zα is the center
position of unit cell α and P0 is the magnitude of the
calculated bulk polarization, 0.24 C=m2, which is in good
agreement with the experimental value of 0.26 C=m2

[48,49] and computational works using the LDA
[50,51]. We set δ ¼ 1.75 as the structural width of the
wall and adopt BaO centered DWs, since the VOs used in
the simulations described below are more stable at these
planes. We did not relax the structure, as it would so be
driven into a single domain. Finally, we emphasize that,
although this structure is a somewhat artificial representa-
tion of a CDW, its primary intention is to unravel the basic
principles of screening in the system.
Figure 1 shows a schematic representation of the super-

cell, including the profile of polarization per unit cell as
calculated following the procedure in Ref. [47]. We also
show the bound charge density ρb arising from the
polarization profile, as well as the electrostatic potential
obtained from DFT. As expected, a positive (negative)
bound charge density peak is located at the HH (TT) wall
and is accompanied by a minimum (maximum) of the
potential. The integrated bound charge density at each of
the walls has magnitude 2P0 by construction and the
potential energy difference (ΔV) between the walls is
roughly 2.3 eV. Since the potential between the walls is
linear, the electric fields inside the two domains can be

regarded as constant and the total charge density at the
CDWs are then related to the potential energy difference by
Gauss law as

σtotðdÞ ¼
ε0ΔV=e

d
; ð1Þ

where d is the distance between the walls and ε0 is the
vacuum permittivity. Inserting the values obtained from
DFTyields a charge density of σtot ¼ 0.0048 C=m2. This is
2 orders of magnitude smaller than the bound charge
indicating that the bound charge is almost fully compen-
sated by free charge.
The mechanism behind the screening can be envisioned

by considering two CDWs in close proximity with bound
charge densities �2P0. Without any screening mechanism,
the electric field between the walls would be determined by
the polarization P0 only. However, if the distance between
the walls is increased, the potential difference between the
walls increases (due to the constant electric field) and the
conduction (valence) bands are lowered (raised) at the HH
(TT) until they are aligned [22,23,52]. At this point, charge
will be transferred between the walls to align the Fermi
levels at the walls, and the potential energy difference will
be pinned at the value of the band gap. Thus, when the
difference between the walls d is increased in Eq. (1), ΔV

FIG. 1. Properties of the unrelaxed CDWs in a 1 × 1 × 16
supercell. Top: schematic atomic structure with exagerated
displacements. The blue arrows indicate the direction of polari-
zation; green, blue and red spheres indicate Ba, Ti, and O atoms,
respectively. The dots indicate positions of Ti atoms in the
individual unit cells. Second from top: polarization profile of the
supercell. Second from bottom: bound ρb and smoothed free ρf
charge density. Bottom: electrostatic potential energy vðzÞ
averaged over the plane orthogonal to z and total charge density
ρ obtained from a sliding window average.
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will remain fixed while the electric field and charge density
at the walls decrease.
For CDWs at large separation, the charge densitywill thus

be finite, albeit orders of magnitude smaller than the bound
charge. In our calculations we obtain a LDA band gap for
BaTiO3 of 1.9 eV, which is in agreement with the potential
difference of 2.3 eV. Note that for such a “pristine” CDW
structure, the total charge density at the walls is roughly
determined by the band gap and the distance between the
walls, whenever d exceeds the “short-circuit distance”
dsc ¼ ε0Egap=2eP0. Integrating the charge density through
the CDW (obtained from a sliding window average (see
Supplemental Material [44] for details) yields 0.005 C=m2,
which is in agreement with the result obtained from Eq. (1).
We have checked that the calculated potential difference is
the same for 1 × 1 × 8 and 1 × 1 × 12 unit cell systems.
The screening described above is more clearly visualized

from the band structure and projected density of states
(PDOS) resolved in individual unit cells, shown in Fig. 2.
Given the indirect band gap in BaTiO3, the electron (hole)
doping at the HH (TT) walls occurs at different locations in
the 2D Brillouin zone. The band structure shows that the Γ
point mediates the electron doping at the HH wall, whereas
the hole doping mainly occurs at theM point. Resolving the
PDOS in contributions from different unit cells yields a
profile reminiscent of the electrostatic potential. For a given
unit cell, the PDOS resembles that of bulk BaTiO3, but
shifted according to the local value of the electrostatic
potential. The PDOS also implies that charge carriers in the
vicinity of the Fermi level are strictly localized at the two
CDWs as expected, which implies that we can calculate the
free charge density at the HH (TT) wall by adding the
norm-squared wave functions of the conductive states
below(above) the Fermi level (see Supplemental Material
for details [44]). This procedure yields a free charge density
of �0.40 C=m2 at the two walls, which (almost) cancel the
bound charge density at the two walls as anticipated. The
smoothed free charge density is shown in Fig. 1 and
exhibits a profile that compensates the bound charge.

In order to study the role of VOs in the formation of
CDWs, we use a bulk, single domain represented in a 3 ×
3 × 8 supercell as the starting point. We find the most stable
position for a planar distribution of oxygen vacancies is the
BaO plane (see Fig. S2 in the Supplemental Material [44]),
although the formation energies of a single vacancy are
similar in both planes [53]. We therefore begin by intro-
ducing one vacancy into a BaO plane, and fully relax the
supercell (see the top part of Fig. 3). Following this
relaxation, we see that the vacancy strongly repels the
neighboring Ti atom towards the opposite direction of the
initial polarization, thereby decreasing the local polariza-
tion, as shown in Fig. 3. This occurs through the breaking
of the bonding orbital formed by the emptied O p and the Ti
t2g, in a similar scenario to that described by Park et al. for
PbTiO3 [37]. We note that we obtain the same configura-
tion if we set an artificial DW in a 3 × 3 × 8 supercell, put a
vacancy on it and relax it.
We will now show that it is favorable for additional

vacancies to migrate to a plane with an initial amount of
vacancies. To this aim, we define the energy cost of adding
the ith vacancy in unit cell α relative to the energy cost of
adding a single vacancy in a bulk BaO plane:

ΔEiα ¼ Eiα − Eði−1Þα0 − ðE1 − EbulkÞ; i > 1; ð2Þ

where Ebulk is the energy of a single domain without
vacancies, E1 is the energy of the supercell with a single
vacancy in any BaO plane, and Eiα is the energy of the
supercell with the ith vacancy placed in unit cell α and i − 1
vacancies at their optimal positions (α0).
We first calculate E1α, starting with a fully relaxed

configuration with a vacancy in the BaO plane, and
calculate the energy of the structure with a second vacancy
in all the possible BaO planes. The result, shown in Fig. 3,
shows that the optimal position of the second vacancy is the
plane where the first vacancy was placed. We have checked
that vacancies in the TiO2 plane are always more unfav-
orable (see Fig S3 in the Supplemental Material [44]). We

FIG. 2. Left: projected band structure of the unrelaxed 1 × 1 × 16 supercell with no vacancies. Right, the projected density of states
resolved in individual unit cells.
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then calculate E2α by the same procedure starting with the
relaxed structure with two vacancies in a single BaO plane.
Again, the optimal position is the BaO plane where the
other vacancies are located. And the same happens to the
fourth vacancy, although we see that it experiences a
weaker attraction to the three initial vacancies [see
Fig. 3], indicating that once enough vacancies needed to
form the wall are assembled, the attraction for further
vacancies decreases. This attraction between vacancies may
seem counterintuitive, since they present a charge of þ2e
and should thus repel one another. However, the vacancies
induce a polarization that initiates a negatively charged
DW, which in turn provides the attractive long-ranged force
between the vacancies. This process is evident in Fig. 3,
where we show the polarization profiles for 1, 2, and 3
vacancies at their optimal positions in the third panel,
starting from the top. The first vacancy introduces a
local polarization reminiscent of a negatively charged
domain wall, attracting the next vacancy. When additional

vacancies diffuse to the optimal position at the wall the
local polarization is distorted further, until a TT DW is fully
formed. This suggests that accumulation of oxygen vacan-
cies in planes occurs naturally in the material. Depending
on the initial distribution of vacancies in the crystal, they
could potentially accumulate in alternative plane geom-
etries creating other types of DWs such as 90 degree
walls [54].
In our simulations a single vacancy corresponds to a 11%

oxygen depletion in a single BaO plane. It is natural to ask
whether our findings will hold true at realistic vacancy
distributions. For a random distribution of vacancies there
will inevitably be some planes with a higher concentration
than others, which will act as sinks for vacancies of the
neighboring environment. The actual accumulation will be
mediated through thermally assisted diffusion, however, a
quantitative estimation of diffusion rates is beyond the
scope of this work.
It is instructive to compare the smoothed free charge

density profiles shown in Fig. 3 during the DW formation
process, with the case without vacancies shown in Fig. 1. In
all cases we see a similar picture at the HH wall, where the
negative free charge screens the positive bound charge. In
contrast, as the TTwall is formed it presents nearly no free
charge since the bound charge already compensates the
positive charge of the VOs. In fact, the apparent finite
charge at the TT wall in Fig. 3 is nearly exclusively an
artifact of the finite supercell size as shown in the
Supplemental Material [44], where we also show the
raw charge densities used to calculate smoothed free charge
profiles in Fig. 3. Once seeded, the HH-TT DW pair are
structurally protected topological defects. As shown in
Fig. 1, the HH wall is not fully screened by free charge and
this enforces a net negative charge in the TT wall area.
Because of charge neutrality we have σf þ 2envac ¼ 0,
where σf is the total free charge in the supercell and nvac the
vacancy number at the wall. This is verified in the increase
of free charge at the TTwall at increasing nvac, as shown in
Fig. 3 and Table S3 in the Supplemental Material [44]. In
addition the complete screening for well separated walls
implies σf;HH ∼ σb;HH and we conclude that the optimal
vacancy density at the wall, when σf;TT ¼ 0, is given by
nvac;0 ∼ ðP0=eÞ. In our system this number lies between
two and three vacancies per supercell. Figure 3 suggests the
concentration of DW vacancies saturates once the wall is
formed. As additional vacancies provide a localized screen-
ing charge for the TT bound charge, the ability of the TT
wall to conduct is very limited, in agreement with experi-
ments [24]. Moreover, such extra free charge will be
manifestly delocalized, unlike the pristine wall free charge
(see Fig. S4 in the Supplemental Material [44]), reducing
the potential difference between walls (see Fig. S5 [44])
and significantly increasing their stability. Compared to the
pristine case, the conductivity mechanism of the HH wall
remains essentially unaffected though; Ti t2g states from the

FIG. 3. Top: Schematic illustration of the vacancy migration
that leads to domain wall formation in a 3 × 3 × 8 supercell. The
crosses indicate the lowest formation energy positions at each
BaO plane. Below, we show the energy cost ΔEiα for the ith
vacancy at position α (see text) given that i − 1 vacancies are
situated at their optimal positions. Pz;iα is the polarization profile
of the supercell with i vacancies at their optimal positions. The
bottom panel shows the smoothed free (ρf) charge density
profiles for the relaxed supercell with one, two, and three
vacancies at the central BaO plane.
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conduction band shift below the Fermi level in the HH wall
area, similarly to the pristine system (see Figs. S1 and S6
in Ref. [44]).
In conclusion, we have shown that, having an initial

oxygen vacancy cluster in tetragonal BaTiO3, it is favorable
for other vacancies to migrate to the BaO plane defined by
this cluster and that a TT domain wall is formed in the
process. The driving force is the negative bound charge
emerging at the TT wall. It naturally follows from our
calculations that oxygen vacancies are attracted to TT DWs,
which has already been suggested in the past [24,32].
However, the fact that oxygen vacancies play a critical role
in the formation of CDWs has not been demonstrated
previously and provides a significant indication as to why
and how CDWs form. Moreover, the implications of this
mechanism are potentially far reaching, since it suggests
that particular CDW distributions may be accomplished by
simply seeding a ferroelectric with a suitable distribution of
vacancies. Such control will be a crucial ingredient for the
future development of domain wall nanoelectronics.
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