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Using density functional theory combined with an evolutionary algorithm, we investigate ferroelectricity
in substoichiometric HfO,_s with fixed composition 6 = 0.25. We find that oxygen vacancies tend to
cluster in the form of two-dimensional extended defects, revealing several patterns of local relative
arrangements within an energy range of 100 meV per Hf atom. Two lowest-energy patterns result in polar
monoclinic structures with different transformation properties. The lowest one elastically transforms to the
ferroelectric orthorhombic structure via a shear deformation, overcoming an energy barrier, which is more
than twice lower than in the stoichiometric hafnia. The second-lowest structure transforms at smaller
volumes to a nonpolar tetragonal one. We discuss the experimentally observed wake-up effect, fatigue, and
imprint in HfO,-based ferroelectrics in terms of different local ordering of oxygen-vacancy extended

defects, which favor specific crystallographic phases.
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Thin film ferroelectrics are important components of
modern electronics with a wide range of applications,
including nonvolatile memories, tunable microwave cir-
cuits, piezoelectric microsensors, actuators, and energy
storage materials [1,2]. Development of ferroelectric films
for practical applications started from the late 1960s.
However, difficulties with fabrication, processing, and
integration of traditional ferroelectric materials, such as
BaTiO; or PbTiO;, with Si devices delayed their commer-
cial appearance till the late 1980s, when the first ferro-
electric memory integrated with silicon complementary
metal-oxide semiconductor (CMOS) was demonstrated
[1,3]. Moreover, the issue of the critical thickness, at which
the ferroelectricity disappears due to the depolarization
field, as well as the existence of the “dead layers” [4],
presents serious obstacles in the miniaturization of ferro-
electric devices. The situation in the development of
ferroelectrics-based electronics changed dramatically in
2011 after the discovery of ferroelectricity in hafnia
(HfO,) [5], which is well integrated in CMOS technology
as a high-k oxide gate [6].

Bulk hafnia at room temperature and pressure adopts the
nonpolar monoclinic (M) P2,/c baddeleyite structure [7].
In thin films, this phase coexists with metastable phases,
such as the tetragonal (7') nonpolar fluoritelike P4,/nmc
one, and the polar orthorhombic (O) phase with Pca2,
symmetry [5,8-10]. Ferroelectricity in HfO,-based thin
films is induced by doping with different cations [9] like Si,
Al, Gd, Sr [11], and Y [12], but it was also observed in
undoped HfO, [13,14]. In the current view on the origin of
ferroelectricity in HfO,, the O phase is considered to
carry polarity, and the switching occurs through the T
phase [15,16]. Recently, ferroelectricity in (111)-oriented
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Hf5Zry 50, thin films [17] was attributed to a newly
discovered polar rhombohedral phase [18]. A big surprise
in comparison to the conventional ferroelectrics was the
thickness dependence of the polarization, which reaches its
maximum in films as thin as 10 nm [19]. This property,
together with the high compatibility with state-of-the-art
CMOS technology, opens new perspectives for HfO,-based
ferroelectrics as the future material of choice for high-
density memory devices. Moreover, HfO, is also known as
an active oxide for resistive switching memory devices
[20,21]. Previous studies showed that resistive and ferro-
electric switching mechanisms are influenced by oxygen
vacancies [22]. In contrast to the resistive switching
devices, where best performance is achieved in amorphous
oxide layers sandwiched between asymmetric electrodes
to create a gradient of oxygen vacancies, ferroelectric
switching requires crystalline structure and symmetric
electrodes. The coexistence of both effects was, however,
recently reported [5,23]. It is noteworthy that HfO,-
based ferroelectrics are also high-capacity energy storage
materials [2].

Known main problems of HfO,-based ferroelectrics are
the wake-up and fatigue effects [10]. Namely, the maxi-
mum remnant polarization is reached only after a large
number of switching cycles and is accompanied by
significant structural changes within the grains of the thin
films. It was found that, during the wake-up phase, the
fraction of M phase decreases in favor of O phase to a
maximum of 80% of the volume [10]. Unfortunately, after
that, the ferroelectric switching of the film enters a fatigue
regime, with an increased coercive field and a decreased
remnant polarization [10,24], accompanied by a further
volume increase of the orthorhombic phase. Degradation of
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the ferroelectric properties is attributed to the redistribution
of oxygen vacancies from the defect-rich T layer near the
electrodes into the bulk, leading to a domain wall pinning
[24]. Some of the pristine films also show a ferro—antiferro-
electric crossover, depending on the operating temper-
ature [25,26].

To address the role of oxygen vacancies in the ferro-
electric properties of undoped HfO, thin films and their
possible role in the problems described above, we have
conducted an extensive theoretical study of the structural
properties of oxygen-deficient HfO,_s. Our results pre-
sented here provide a deeper understanding of the observed
phenomena at the atomic scale and can serve as a guide for
fabrication of high-efficiency hafnia-based ferroelectric
films. We focused on a fixed composition, corresponding
to the HfO, 75 stoichiometry, and applied an evolutionary
algorithm as implemented in the USPEX code [27-30] in
combination with density-functional-theory calculations
using the VASP code [31-33] to understand the formation
of local clusters of oxygen vacancies in hafnia and the role
of their ordering in elastic properties and corresponding
structural transformations. Parameters used for the
calculations are the same as in Ref. [34]. For more details
and discussion of the role of the exchange-correlation
functional on the results, see Sec. S1 in Supplemental
Material [35].

We find that the low-energy structures of HfO, ;5 form
four groups that are distinguished by the local oxygen
vacancy arrangements. The total-energy versus volume
diagrams of these groups are depicted as black, red, green,
and blue lines in Fig. 1. The low-energy black and red
structures show martensitic transformations within the
same group. Furthermore, the structures in all considered
groups are insulating (for electronic properties, see
Supplemental Material, Sec. S2 [35]).

Black lines in Fig. 1 describe the structures with the
vacancy ordering leading to a dielectric polarization already
in the M1 monoclinic phase [see Fig. 2(a); crystallographic
data of all discussed phases are given in Supplemental
Material, Sec. S3 [35] ]. The oxygen vacancies are ordered
in the (100) plane of the pristine P2;/c monoclinic unit
cell. Local dipoles with the largest contribution to the net
polarization are located in the vicinity of oxygen vacancies.
This structure transforms to the polar orthorhombic O
phase [see Fig. 2(b)], which can, in fact, be seen as the
oxygen-deficient Pca2; polar phase of pristine hafnia.
Interphase boundaries with the orientation relations
(100),,ll(001),, and [001],]|[100], for the O <« M
transition was experimentally observed in the HfO, grains
[10]. The transformation goes via a low-energy barrier (see
pathways M1T—O" and M1~—O~ in Fig. 3) of about
75 meV /Hf (per Hf atom). This barrier is almost 2.5 times
lower than that at the corresponding transition to the
orthorhombic phase in pristine compounds (see the dashed
blue line in Fig. 3). According to our simulations, this
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FIG. 1. Equation of state for the selected groups of crystalline
structures obtained with the evolutionary algorithm: The black
line corresponds to the vacancy ordering leading to the ground-
state monoclinic phase M1 [see Fig. 2(a)], which continuously
transforms to the polar orthorhombic phase O [responsible for
ferroelectricity in pristine HfO,—see Fig. 2(b)]. Red lines
correspond to the vacancy ordering pattern favoring transforma-
tion of the low-energy monoclinic phase M2 [see Fig. 2(c)] into
the nonpolar tetragonal metastable structure 7 [see Fig. 2(d)].
Green curves indicate intermediate phases with ordering of
oxygen vacancies in tunnels in tetragonal 77 and monoclinic
TM hafnia [see Figs. 2(e) and 2(f)]. The blue line displays the
robust 742m-Hf,0, pseudo-fluorite phase PF, stemming from
Hf, 05, which might be responsible for the resistive switching in
HfO,_s5 (see Refs. [34,48]). Black dots indicate structures
sampled by the evolutionary algorithm.

boundary is expected to show significant mobility in
oxygen-deficient samples. The in situ observation of the
mobility in the M/O interface via a shear deformation of
the monoclinic angle was also reported in isostructural
zirconia [49].

The polarization can be switched even within the
monoclinic phase, with the energy barrier only slightly
higher than that corresponding to the switching within the
orthorhombic phase (compare M—M~ pathway in Fig. 3
with the OT—O~ one, red line). However, this switching
requires a significant shear deformation in the monoclinic
phase and is not likely realized in real samples due to
quenching of elastic degrees of freedom inside the grain.

Surprisingly, the switching between the monoclinic
and orthorhombic phase requires a much lower energy
(75 meV /Hf) comparing to the switching either solely
within the orthorhombic (140 meV/Hf) or within the
monoclinic (210 meV/Hf) phase (see Fig. 3).
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FIG. 2. Crystalline structures of the low-energy oxygen vacancy orderings in HfO;75: (a) monoclinic ground state M1 and
(b) corresponding orthorhombic local minimum O of martensitic transformation along the black curve in Fig. 1; (c) second-lowest-
energy monoclinic phase M2 and (d) corresponding martensitic tetragonal phase T along the red line in Fig. 1; (e) tunnel structure in
tetragonal phase 77 and (f) corresponding tunnel structure in monoclinic phase 7M along the green curves in Fig. 1. Shaded areas
indicate the location of oxygen vacancies. The thin solid line shows the unit cell. Hf and O atoms are shown as the big green and small
red spheres, respectively. Dashed lines in (e) and (f) highlight the difference in local structural distortion for tetragonal and monoclinic

structures.

We used the PSEUDO code [50] to find the centrosym-
metric structures from the referenced polar M1 and O ones
(see Supplemental Material, Sec. S4 [35]). Calculating the
local displacements of ions and corresponding Born effec-
tive charges, we estimated values of the spontaneous
polarization for the polar off-stoichiometric monoclinic
and orthorhombic phases, as well as the change of
polarization by a transformation from the monoclinic to
the orthorhombic phase (see Fig. 3). We found that in the
monoclinic phase itself a relatively high spontaneous
polarization of P, = 12 uC/cm? can be expected. In the
orthorhombic phase, we obtain P, = 48 uC/cm?, a value
similar to the one reported in the literature for the
stoichiometric compound [51,52]. Switching of the mono-
clinic phase to the orthorhombic one results in the corre-
sponding change of the saturated polarization value of
about P, = 47 uC/cm?, similar to the bulk switching in the
O phase.

Red lines in Fig. 1 describe the oxygen vacancy ordering
with a 2D pattern in the (001) plane of the M2 monoclinic
structure. This pattern drives the martensitic phase tran-
sition of the second-lowest-energy monoclinic structure
[see Fig. 2(c)] directly to a nonpolar tetragonal T structure
[compare with Fig. 2(d)]. The M2 structure, with this
pattern of vacancies, is energetically very close to the
obtained ground-state ordering of vacancies in the (100)
plane of the monoclinic structure M1. We find that the

martensitic transformation of M2 to the tetragonal structure
results in a similar energy barrier (~71 meV/Hf) as the
transformation of the M1 structure to the polar orthorhom-
bic one.

Blue lines describe the elastic behavior of the PF
structure, studied in detail in Ref. [48]. It is an insulating
isostructural counterpart of the /bam-Hf,0O; phase, which
is a tunnel structure with metallic conductivity and low-
energy migration barrier of oxygen along the tunnel [48]. In
142m-Hf,0,, the one-dimensional chains of oxygen vacan-
cies are partially filled up by oxygen, resulting in an
insulating state, which may explain resistive switching
properties of the hafnia suboxides. This configuration of
oxygen vacancies is elastically very robust, and in the
considered range of volumes the structure does not trans-
form to the low-energy monoclinic ground state, in contrast
to the patterns in black and red groups. It has, however, the
highest energy among the considered phases.

In addition, we also found an ordering pattern of oxygen
vacancies, which results in nonpolar structures, energeti-
cally located between the orthorhombic and monoclinic
phases (see green lines in Fig. 1). This ordering of
vacancies is similar to the one observed in cubic phase
of hafnia (which results in the /bam-Hf,0O5 phase [34,48])
and leads to structures with oxygen vacancy tunnels
also in tetragonal 77T and in monoclinic 7M hatnia.
Transformation to these configurations may activate ionic
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FIG. 3. Calculated energy barriers and change of spontaneous

polarization along the transition path between the lowest-energy
monoclinic phase M1 and the metastable orthorhombic phase O
(black line). The O"-to-M 17 path describes the transformation
between the orthorhombic and the monoclinic phase for one
direction of polarization, O~ to M1, the same for the opposite
direction of polarization. The path M1~ to M1" describes
polarization switching within the polar M1 phase. Ferroelectric
switching within the orthorhombic phase (without the O — M1
transformation) follows the O~ — O° — O path shown in red.
The blue dashed line describes the transition from the monoclinic
to the orthorhombic phase in stoichiometric hafnia. Numbers
above the arrows are differences of polarization P in the
corresponding parts of the transformation path (in xC/cm?).

conductivity and resistive switching properties in the
sample [34,48], but stabilization of the nonpolar phases
may cause degradation of the ferroelectric properties
of HfOz_(g.

Another mechanism of degradation of the ferroelectric
properties may lie in the oxidation of the thin film by
atmospheric oxygen, leading back to stoichiometric hafnia.
As is shown in Fig. 3, the energy barrier for the O <> M
transition in stoichiometric films increases significantly,
leading to a rise of the coercive field. From a more
constructive point of view, however, the oxidation of the
films may be used for stabilization of the orthorhombic
phase after transforming the monoclinic one to the polar O
phase in oxygen-deficient films.

Next, we discuss, in light of our findings, some details of
the previously mentioned experimental observations and
issues in hafnia-based ferroelectrics. Namely, it was
recently experimentally demonstrated [22,53,54] that dur-
ing the wake-up of the device no new defects are generated,
but the existing defects redistribute within the device. In
Refs. [22,54], in stacks with asymmetrical electrodes,
valence change resistive switching was observed together
with ferroelectric switching.

We conjecture that, during the wake-up cycles, ran-
domly distributed oxygen vacancies are reordered to the
lowest-energy configuration, enabling the switching to the
orthorhombic phase and preventing a transformation to
the nonpolar tetragonal one. In addition to electron-
injection-assisted generation [55] and consequent aggre-
gation [56] of oxygen vacancies, their ordering in 2D
planes might be achieved by elastic gradients in the
moving interphase boundary due to lattice mismatch of
the monoclinic and higher-symmetry phases. After the
redistribution of the vacancies, the monoclinic phase is
transformed via the low-energy barrier to the orthorhom-
bic one. The monoclinic phase can be seen as a domain
boundary between the orthorhombic domains with oppo-
site polarization (or vice versa, depending on the relative
amount of phases). An increase of polarization might be
not due to the bulk polarization switching within the
orthorhombic phase itself but due to the growth of the
orthorhombic phase on the boundary of the monoclinic
one. A decrease of the polarization might be either a
reversal transformation of the orthorhombic phase back to
the monoclinic one or by the growth of the orthorhombic
phase with the opposite direction of polarization. In the
latter case, the ratio of the monoclinic phase gradually
decreases during the switching cycles, and at the end only
the metastable orthorhombic phase remains. After that,
ferroelectric switching occurs in the orthorhombic phase
only, with a higher transition barrier (see the O™—O™"
pathway in Fig. 3), which results in an increase of the
coercive field. This picture might explain the experimen-
tally observed decrease of the amount of the monoclinic
phase in initially prepared samples and the growth of the
O one [10].

The switching mechanism, which involves the presence
of the monoclinic phase, naturally explains the experimen-
tally observed imprint effect [57], with shifted origin of the
hysteresis loop: In the presence of vacancies, the mono-
clinic phase is polar with a high switching barrier. The high
barrier prevents switching within the monoclinic phase, but
its polarity acts as an electrostatic background that shifts the
hysteresis loop, which itself arises from the switching by
the growth of the orthorhombic phase on the monoclinic
boundary or from the bulk switching within the ortho-
rhombic phase.

Furthermore, the observed temperature crossover from
ferroelectric to antiferroelectric behavior [25,26] might be
explained in the proposed scheme: The transition barrier
between the orthorhombic and monoclinic phase is asym-
metric; therefore, at high temperature, the orthorhombic
phase may easily return to the monoclinic one by thermal
fluctuations when the external electric field is removed,
leading to the antiferroelectriclike shape of the hysteresis
loop. At low temperature, the orthorhombic phase is
quenched after the removal of the external field, holding
the remnant polarization close to the saturated one.
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The vacancy concentration of x = 1.75 used in our
calculations is rather the upper limit when the defective
structure is not stabilized in the cubic form and the low-
energy structures are still insulating [34,48] and have the
same set of structural modifications (monoclinic, ortho-
rhombic, tetragonal, and cubic) as the stoichiometric
compound. The clustering of the vacancies in the planes
defines the criterion for their minimum concentration to
enable the proposed mechanism: The plane is expected to
cross the grain. In ideally ordered configurations, the actual
concentration of vacancies defines the distance between the
planes. We might then expect gradual changes in the
transition barrier as a function of the interplane distance
where its maximum reaches in the stoichiometric hafnia.

In conclusion, at normal conditions, oxygen vacancies in
the bulk material do not lead to the stabilization of the O
phase, as, e.g., in the case of ordered Si dopants [58].
However, we show that the presence of a limited number of
oxygen vacancies in hafnia results in a polar structure
already in the monoclinic phase. We found two clustering
patterns of the oxygen vacancies, which are almost degen-
erate energetically but define different pathways of the
martensitic phase transition from the monoclinic phase to
the polar orthorhombic or to the nonpolar tetragonal
structures. These results are applicable for similar trans-
formations in isostructural zirconia [59,60]. We discussed a
possible mechanism of ferroelectric switching, which
involves a transition between the O and M phases.
Between the ground-state monoclinic and the metastable
orthorhombic phases, we found tunnel structures, which
favor ionic conductivity and may cause degradation of
ferroelectric properties. The switching pathways we dis-
cussed here naturally manifest themselves in the experi-
mentally observed phenomena, such as the existence of the
wake-up and fatigue regimes as well as the imprint effect,
providing credibility to the proposed switching mechanism.
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