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Characterization and suppression of noise are essential for the control of harmonic oscillators in the
quantum regime. We measure the noise spectrum of a quantum harmonic oscillator from low frequency to
near the oscillator resonance by sensing its response to amplitude modulated periodic drives with a qubit.
Using the motion of a trapped ion, we experimentally demonstrate two different implementations with
combined sensitivity to noise from 500 Hz to 600 kHz. We apply our method to measure the intrinsic noise
spectrum of an ion trap potential in a previously unaccessed frequency range.
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Harmonic oscillators (HOs) are ubiquitous in physics,
describing such diverse phenomena as molecular vibra-
tions, the baryon acoustic oscillations in the early Universe
[1], electromagnetic fields, and normal or superconducting
electrical circuits. Some HO systems—for example micro-
resonators [2], the motion of neutral atoms [3] and ions [4]
in trapping potentials, photons in optical and microwave
resonators [5], and vibrations in solids [6,7]—can be
controlled in the quantum regime. Precisely controlled
HO systems feature prominently in precision metrology
[8], fundamental quantum mechanical research [5], and
quantum information processing (QIP) [9]. QIP uses
quantum-controlled HO degrees of freedom either as units
of quantum information in their own right [10–12] or as a
mechanism to couple identical [2,13,14] or distinct
quantum bits (qubits) [15–18]. In all instances, noise limits
the practical coherence of HOs, which makes proper noise
characterization desirable.
For two-level systems, techniques pioneered in the

field of nuclear magnetic resonance [such as the
Hahn echo [19] and Carr-Purcell-Meiboom-Gill (CPMG)
sequences [20,21] ] as well as dynamical decoupling [22]
and adaptations [23,24], are routinely employed to suppress
sensitivity to noise at certain frequencies or to characterize
its spectrum [25–29]. Here, we apply similar principles to
an HO and make use of its larger Hilbert space to simplify
spectrum reconstruction and remove ambiguities. We
demonstrate two different methods experimentally with a
trapped ion and explore previously unaccessed regions of
its motional spectrum. Manipulation and readout of the HO
state is achieved in our case via a Jaynes-Cummings (JC)
type coupling to a qubit [30]. This concept can be applied in
other HO systems as well, and experimental capabilities
suitable for our techniques have been demonstrated, e.g.,
with microwave [31] and acoustic [32] resonators.

We would like to link fluctuations ΔðtÞ of the HO’s
angular frequency over time t, which we assume to be
ergodic and stationary, to a time-independent, two-sided
power-spectral density (PSD) SΔðfÞ. For infinite time
resolution and sampling duration, SΔðfÞ can be obtained
from a time series record ofΔðtÞ ¼ ωðtÞ − ω0, referenced to
a local oscillator (LO) at ω0, as the Fourier transform of the
autocorrelation function of ΔðtÞ. In practical frequency
analysis with finite time resolution and sampling duration,
a filter s̃ðfÞ typically removes frequency contributions to
SΔðfÞ outside a band of interest around a center frequency
f0. Popular choices are Gaussian or Blackman [33]
filters of a certain width δf. The chosen filter can be related
to a sensitivity function sðtÞ applied to ΔðtÞ by [34,35]

hϕ2i ≔
Z

∞

−∞
js̃ðfÞj2SΔðfÞdf ¼

�����
Z

tw

−tw
sðtÞΔðtÞdt

����
2
�
;

ð1Þ
where hϕ2i is proportional to the spectral power inside the
filter, sðtÞ is the Fourier transform of s̃ðfÞ and the meas-
urement duration 2tw has to be chosen such that sðtÞ
approximately vanishes outside ½−tw; tw�. The physical
meaning of the quantity ϕ depends on the implementation.
For a resolution bandwidth of δrbw, defined here as the full
width at half maximum (FWHM) of js̃ðfÞj2, we define the
amplification as̃ as

as̃ ≔
�Z

∞

−∞
js̃ðfÞj2df

�
=δrbw; ð2Þ

and approximate the PSD around f0, filtered by s̃ðfÞ, by

S̃Δðf0Þ ¼ hϕ2i=ðas̃δrbwÞ: ð3Þ

For δrbw → 0, S̃ΔðfÞ approaches SΔðfÞ.
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Smoothly varying envelopes sðtÞ can suppress side lobes
and harmonics in js̃ðfÞj2 and thus simplify the interpreta-
tion of S̃ΔðfÞ and the approximate reconstruction of SΔðfÞ.
We apply this principle to two techniques we have
previously demonstrated with square-wave filters: sðtÞ is
either implemented by coherently driving the HO [38], or it
is approximated by a function with discrete steps for which
we prepare different number states of the HO [39]. While
the discrete approximation requires more experimental
control—in our case provided by the JC coupling to a
qubit—it can realize the same amplification as̃ with states
of lower average energy compared to the realization based
on coherent driving [39]. The two other capabilities
required by both methods are enabled by JC coupling as
well: Initialization of the HO in its ground state, and a
second-order readout process fðϕÞ ∝ ϕ2 that determines
the noise power via the second moment hϕ2i ∝ hfðϕÞi of
the respective linear HO response ϕ.
Coherent displacements of the HO state are frequently

implemented with a resonant force due to a classical field
[40]. A force resonant with the LO frequency ω0 results in
the Hamiltonian

HdðtÞ ¼ −2ℏΩdðtÞðaþ a†Þ sinðω0tÞ: ð4Þ

We use the time-dependent drive amplitude ΩdðtÞ to define
the filter function sðtÞ. When initialized in the ground state,
the HO remains in a coherent state jαðtÞi under the
influence of the drive Eq. (4) and fluctuations ΔðtÞ.
In the LO reference frame, αðtÞ obeys the equation of
motion [35]

_αðtÞ ¼ ΩdðtÞ − iαðtÞΔðtÞ: ð5Þ

Integrating Eq. (5) in the absence of noise (ΔðtÞ ¼ 0) leads
to a trajectory α0ðtÞ that takes real values at all times. With a
drive amplitude ΩdðtÞ ¼ _sðtÞ, the boundary conditions
α0ð−twÞ ¼ α0ðtwÞ ≃ 0 hold and the displacement α0ðtÞ ¼
sðtÞ can act as a sensitivity function. Figure 1(a) shows an

example for ΩdðtÞ and its associated displacement pattern
α0ðtÞ, which is a sinusoidal oscillation inside a Blackman
envelope.
Fluctuations of the HO frequency produce additional

displacements. As illustrated in Fig. 1(b), the noisy HO
rotates relative to the LO with angular velocity ΔðtÞ, which
leads to displacements at a rate −iαðtÞΔðtÞ, proportional to
the distance from the origin and perpendicular to αðtÞ. For
small angles, j R t

−tw ΔðτÞdτj ≪ 1 ∀ t ∈ ½−tw; tw�, the rota-
tional character of these displacements can be neglected,
i.e., iαðtÞΔðtÞdt ≈ iα0ðtÞΔðtÞdt. In this approximation, the
total displacement at the end of the sequence is [35]

αðtwÞ ≈ −i
Z

tw

−tw
α0ðtÞΔðtÞdt; ð6Þ

such that hjαðtwÞj2i≕ hϕ2i is proportional to the noise
power within s̃ðfÞ according to Eq. (1). If the small-angle
approximation is violated, higher-order terms in the noise
power modify the spectral sensitivity [35]. We detect
jαðtwÞj2 via the probability of a spin flip when driving a
motion-subtracting sideband of the coupled qubit-HO
system [35,38,41,42]. This method relies on the fact that
the transition is forbidden when the HO is in its ground
state, and the spin flip probability is proportional to jαj2 for
small displacements (to within 5% as long as jαj < 0.47 for
the experimental parameters used below [35]).
Alternatively, the sensitivity function can be approxi-

mated in discrete steps by preparing superpositions of
number states [39]

jΨn1;n2ðtÞi ¼
1ffiffiffi
2

p ðjn1i þ eiϕðtÞjn2iÞ; ð7Þ

where jnii is the number state with ni phonons. In the
interaction picture rotating with the LO, the instantaneous
energy shifts of the two components are EiðtÞ ¼ ℏniΔðtÞ,
which leads to a time dependence of the relative phase
described by

ϕðtÞ ¼ ϕðt0Þ þ
Z

t

t0

ðn1 − n2ÞΔðτÞdτ: ð8Þ

The rate at which ϕ accumulates is proportional toΔðtÞ and
scaled by δn ¼ ðn1 − n2Þ. By incrementing and decrement-
ing ni, we can produce a sensitivity function sðtÞ ≔ δnðtÞ
with discrete steps as illustrated in Fig. 2(a) for the example
of a sinusoid within a Hann window [34]. Figure 2(b)
shows the respective frequency domain filter function s̃ðfÞ.
Manipulation of the motional state can be achieved via
sideband transitions in the qubit-HO system [35,39,43]:
Analogous to a Ramsey sequence, a π=2 sideband pulse
transfers the system from its initial pure state into a
superposition. Subsequent increments and decrements
of δn shape sðtÞ. To prepare superposition components

(b)(a)

FIG. 1. Implementation of filter functions sðtÞ using coherent
displacements. (a) In the absence of noise [ΔðtÞ ¼ 0], the time-
dependent displacement α0ðtÞ along the real axis (solid line) is
proportional to the integral over time of the coherent drive ΩdðtÞ
(dashed line). (b) In the LO reference frame rotating at ω0,
frequency fluctuations ΔðtÞ cause azimuthal rotations. During an
infinitesimal time step dt, this produces a displacement
perpendicular to αðtÞ and equal to −iαðtÞΔðtÞdt. For small
rotations, Re½αðtÞ� ≈ α0ðtÞ thus controls the sensitivity to ΔðtÞ
and implements a filter function sðtÞ.
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beyond ni ¼ 2, our scheme requires a three-level system in
place of the qubit. At the end of the sequence, a π=2
sideband pulse maps the relative phase ϕ onto the qubit
state populations for readout.
We demonstrate both methods experimentally with the

axial harmonic motion of a single 9Beþ ion in a linear Paul
trap. The coherent displacement experiments use the room-
temperature, wafer-based, 3D trap described in Ref. [44],
while the number state superposition method is demon-
strated in a cryogenic surface-electrode trap (see Ref. [45]).
The distances between the ion and the nearest electrode are
160 and 40 μm, and the axial motion is heated at a rate of
ca. 160 and 20 phonons= sec under the respective operating
conditions.

Implementation with coherent displacements.—At the
start of each experiment, the axial secular motion of the ion
at ω0 ≈ 2π × 3.5 MHz is initialized in its ground state via
resolved sideband cooling. The voltage on a nearby
electrode is modulated to produce an electric field that
realizes the coherent drive of Eq. (4). This modulation
consists of a carrier signal at the LO frequency ω0 with an
amplitude modulation ∝ ΩdðtÞ, determined by the deriva-
tive of the desired sensitivity function α0ðtÞ ¼ sðtÞ. Our
choice of a sinusoid under a Blackman envelope, with total
duration 2tw and k oscillations within tw, results in a filter
function s̃ðfÞ centered around f0 ¼ k=tw, with bandwidth
δrbw ≈ 0.822=tω [35]. The final motional state is mapped
onto internal states as described above and detected via
state-dependent fluorescence. For the purpose of filter
characterization, we use another dc electrode to apply an
oscillating electric potential curvature as synthetic noise,

ΔtestðtÞ ¼ Δ0 cosð2πfnoisetþ φÞ; ð9Þ

with a constant amplitude Δ0 and a random phase φ with
respect to sðtÞ.
Figure 3(a) shows the response to a modulation ΔtestðtÞ

with Δ0 ¼ 2π × 55 Hz at the center frequency of the filter,
fnoise ¼ 8 kHz ¼ k=tw (where k ¼ 2 and tw ¼ 250 μs), as
a function of the filter amplitude.Δ0 is determined from the
fit of a theoretical model (solid line), which includes a
separately determined finite thermal energy of 0.055 ℏω0

due to imperfect state preparation and heating during the
sequence. The initial monotonic range of this response can

(a) (b)

FIG. 2. Implementation of filter functions sðtÞ using number
state superpositions. (a) Sensitivity function approximating a
Hann filter (dashed line) by a piecewise constant sensitivity
sðtÞ ¼ n1 − n2 (solid line) in different superpositions of number
states jn1i and jn2i, as indicated by the labels [cf. Eq. (7); phase
and normalization omitted for clarity]. (b) The filter js̃ðfÞj2
corresponding to sðtÞ shown in (a), calculated both analytically
using a simple model and numerically [35].

(a)

(b)

(c)

FIG. 3. Experimental results of the coherent displacement method. (a) Response to a fnoise ¼ f0 ¼ 8 kHz sinusoidal modulation of
the HO frequency as a function of the filter amplification (symbols: experimental data, line: model with the modulation amplitude Δ0 as
a free parameter). (b) Measured response of various filter functions (tw ¼ 250 μs, varied k) to sinusoidal modulations of varied
frequency and random phase. The modulation amplitude Δ0 and filter amplification are chosen to keep the signal within the first
monotonic increase of the function shown in (a). Filter functions above 100 kHz are measured with increased modulation to compensate
technical limitations of the filter amplitude in this regime. Data points are linked with solid lines to guide the eye. (c) Power spectral
density estimate of the HO frequency noise, determined from the transmission through filter functions with tw ¼ 1 ms and varied k. The
dashed line indicates a 1=f slope to guide the eye. Experimental data in all subfigures are averages over 200 repetitions. Error bars: 1σ
(vertical), δrbw [horizontal in (c)].
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be used to measure the spectral sensitivity of a filter
function by varying the modulation frequency fnoise, as
demonstrated in Fig. 3(b). We implement filter functions
with tw ¼ 250 μs and different values of k, centered around
k × 4 kHz. For data up to f0 ¼ 100 kHz, the filter and
modulation amplitudes are nominally kept constant at Δ0 ≈
2π × 300 kHz and max½α0ðtÞ� ¼ 10 throughout the meas-
urement. We attribute signal decrease with increasing filter
frequencies to a reduction of Δ0 due to imperfect com-
pensation of the low-pass filter through which the modu-
lation is applied. The drive Ωd required to achieve a given
filter amplification as̃ ∝ max½α0ðtÞ� increases linearly with
f0. We apply a rather conservative limit to the drive voltage
due to unknown damage thresholds of integrated filter
components, resulting in jΩdj ≤ 2π × 2.1 MHz, which
corresponds to an electric field of Ed ≤ 1.37V=m at the
ion position. To observe filter functions at center frequen-
cies above f0 ¼ 100 kHz, we instead increase the modu-
lation amplitude Δ0. These data demonstrate the
implementation of filter functions up to f0 ¼ 600 kHz
(tw ¼ 250 μs, k ¼ 150). For f0 ¼ 700 kHz, we observe a
significant increase of the background, i.e., a displacement
αðtwÞ that is independent of ΔðtÞ, likely due to an increased
sensitivity to deviations of ΩdðtÞ from its ideal shape.
Figure 3(c) shows an experimentally determined esti-

mate of the trap frequency noise PSD using Eq. (3) and
filter functions with tw ¼ 1 ms and k ¼ 7…35 (see
Supplemental Material [35] for evaluation details). It might
be interpreted as localized features, e.g., around 30 kHz, on
top of a 1=f trend (as indicated by the dashed line), as often
found in technical noise sources and some models of
electric field noise near surfaces [46]. Distinct features
might be caused by specific devices in the experimental
setup. In this case the spectrum analysis could aid in
suppressing such contributions and further measurements
focused on these regions can document improvements. In
the following, we assess the frequency span and dynamic
range of our implementation. The upper bound of the
dynamic range is set by the linearity condition for the noise
amplitude (j R t

−tw ΔðτÞdτj ≪ 1, see above). The lowest
detectable noise power is determined by shot noise and
the obtainable filter amplification, which decreases linearly
with f0 for limited Ωd. In the above example with
tw ¼ 1 ms, it is S̃Δ;min ≈ 7.1 × 10−12 ðrad=sÞ2=Hz3 × f20
[35], as indicated by the shaded area in Fig. 3(c). Finite
temperature, e.g., due to imperfect initialization or heating
during the sequence, reduces detection contrast and thus
increases the noise floor [35]. If necessary, this limit can be
reduced by averaging over more repetitions or higher
amplification. The lower end of the frequency span is
close to the minimum resolution bandwidth, which is
determined by the maximum sequence duration with
acceptable heating of the ion motion. The highest filter
function frequency is limited by amplitude noise and
distortion of fast drive waveforms Ωd. Since the evolution

according to Eq. (5) displaces the wave function without
deformation, the readout signal could be increased by
choosing a different initial state. Using number states with
n ≥ 1 in place of the ground state would result in a
quantum-enhanced displacement sensitivity [35,43,47].
Implementation with number state superpositions.—

Motional state superpositions are generated using optical
Raman and microwave transitions between states within the
2S1=2 manifold [35,39]. The phase ϕ is read out by mapping
the superposition phase onto the qubit state populations,
followed by a projective measurement using fluorescence
detection. The resulting signal,

Pbright ¼ sin2
�
ϕ

2

�
¼ ϕ2

4
þOðϕ4Þ; ð10Þ

provides the required ϕ2 dependence of a noise power
measurement if a sufficiently small overall phase jϕj ≪
π=2 is obtained at the end of the sequence.
We again observe the spectral sensitivities of the filter

functions via sinusoidal modulation of the HO frequency,
cf. Eq. (9). The result is shown in Fig. 4 for ten different
filter functions between 500 Hz and 5 kHz. The upper limit
of this frequency range, as well as the maximum sensitivity
jδnj for a given filter frequency, are determined by the pulse
times needed to switch between superpositions, i.e., by the
achievable Raman Rabi frequencies. The minimum fre-
quency and bandwidth decrease with longer sequence
durations. In the presence of heating, this presents a similar
trade-off with the signal-to-noise ratio as for the coherent
displacement method.
Summary and conclusions.—We have introduced a

technique to measure the spectral composition of frequency
fluctuations in harmonic oscillators in the quantum regime.
Using a single trapped ion, we have demonstrated two
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FIG. 4. Number state implementation results: Measured re-
sponse of different filter functions to applied modulation of varied
frequency fnoise and random phase. The 5.0 kHz trace corre-
sponds to the sensitivity function in Fig. 2. The solid lines show
the expected response, adjusted by a global scaling factor to
account for the dependence of the modulation depth on the
applied voltage. Each data point represents 200 repetitions, error
bars: 1σ.
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different implementations. The first is based on coherent
driving with a resonant force and thus simple to apply. Its
signals consist of a phase-space displacement proportional
to the noise power within the filter, which we measure via
the coupling to a two-level system. The method may also be
applicable if the HO is naturally found in the ground state
and the average occupation can be read out by other means
than a sideband interaction. We have shown the coverage of
a span from 4 to 600 kHz with filter functions of 4 kHz
resolution bandwidth using externally applied modulations
as test signals. A measurement of the electric potential
noise in our ion trap was performed between 7 and 35 kHz,
limited by a conservative amplification restriction due to
unknown component damage thresholds. The second
method uses a sequence of different number state super-
positions that acquire a phase difference in the presence of
noise, which we read out by mapping it onto a qubit. While
this method requires more advanced control over the
motional state, its sensitivity scales more favorably—
linearly as opposed to ∝

ffiffiffiffiffiffiffiffiffiffi
Emax

p
—with the maximum

energy Emax of the HO. We have generated such filter
functions ranging from 500 Hz to 5 kHz, with the
maximum frequency limited by the minimal duration of
our number state manipulations.
These methods can be applied to any quantum harmonic

oscillator for which the respective experimental capabilities
for motional state manipulation and readout exist. In
trapped ions, they extend the spectral range over which
fluctuations of the motional frequency can be measured.
This can enable better understanding and improvement of
two-qubit gate fidelities [48,49] and provide new insights
into electric field noise from nearby electrode surfaces and
the resulting anomalous heating [46].
A complementary approach using Schrödinger cat states

has recently been demonstrated in [50].
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