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It is well known that entanglement can benefit quantum information processing tasks. Quantum
illumination, when first proposed, was surprising as the entanglement’s benefit survived entanglement-
breaking noise. Since then, many efforts have been devoted to study quantum sensing in noisy scenarios.
The applicability of such schemes, however, is limited to a binary quantum hypothesis testing scenario. In
terms of target detection, such schemes interrogate a single spatiotemporal resolution bin at a time, limiting
the impact to radar detection. We resolve this binary-hypothesis limitation by proposing an entanglement-
assisted quantum ranging protocol. By formulating a ranging task as a multiary hypothesis testing problem,
we show that entanglement enables a 6-dB advantage in the error exponent against the optimal classical
scheme. Moreover, the proposed ranging protocol can also be used to implement a pulse-position
modulated entanglement-assisted communication protocol. Our ranging protocol reveals entanglement’s
potential in general quantum hypothesis testing tasks and paves the way toward a quantum-ranging radar
with a provable quantum advantage.
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Entanglement is one of the most intriguing phenomena
promised by quantum physics. As the “spooky action at a
distance” unveils itself, it also turns out to be beneficial to
various applications. In computation [1,2], entangling
multiple qubits in a well-controlled manner enables the
efficient computation of difficult problems. In communi-
cation [3–5], entanglement enables a higher information
transmission rate [6,7] and provides unconditional security
[8,9]. In sensing [10–14], entanglement enables the
Heisenberg scaling [15] in measuring an identical para-
meter [16] or even a global property of parameters
distributed across different sensors [17–21].
Entanglement is fragile. Noise and loss can easily

destroy it, yet surprisingly its operational advantages can
survive. For example, the rate of entanglement-assisted
(EA) communication can be much larger than the unas-
sisted classical capacity, even for an entanglement-breaking
channel that destroys the preshared entanglement, as
predicted by the theoretical works [7,22] and recently
demonstrated in an experiment [23]. In quantum illumina-
tion (QI) [24,25], the target’s presence can be probed with a
6-dB advantage in the error exponent under the entangle-
ment-breaking noise.

Many efforts have been devoted to making QI’s theo-
retical advantage practically relevant. Suboptimal receiver
designs [26] that enable experimental demonstrations [27–
29] and a structured optimal receiver design to saturate the
quantum advantage [30] have been proposed. To adapt to a
radar detection scenario, extensions to the Neyman-Pearson
decision strategy [31] and target fading scenarios [32] have
been achieved. As the large noise background required by
the QI advantage exists only in microwave, demonstration
in the microwave domain is also an overall goal [33–35].
However, as pointed out in recent reviews [13,36], a major
hurdle that prevents QI being practically advantageous is
the fact that it can interrogate the target’s presence only in
one polarization-azimuth-elevation-range-Doppler resolu-
tion bin at a time. It sends signals to a narrow region and
judges whether a target moving at a fixed speed is present at
a fixed time, while real radar systems in general estimate
the polarization properties, azimuth, and elevation angles,
range, and velocity (via Doppler effects) of the target.
Despite recent theoretical advances in multiary channel
discrimination [37,38] that give hope to solving the
problem, energetic considerations seem to show that no
entanglement advantage can be obtained [39] from that
perspective.
In this Letter, we resolve the QI limitation by proposing a

quantum ranging protocol enhanced by Gaussian entangle-
ment [40]. First, to go beyond previous studies [37], we
develop a precise model for the ranging task, where one
sends out a signal pulse and continuously measures at the
receiver side to determine the reflection of a target at line
of sight. As any ranging task has a finite precision
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requirement, we then formulate ranging as a multiary
hypothesis testing problem, where each hypothesis corre-
sponds to the target being in one of the m ≥ 2 slices of the
discretized range. We show that by storing an idler
entangled with the signal pulse, the target range can be
determined with a 6-dB advantage in the error exponent.
Our results on quantum ranging also directly apply to a
pulse-position modulated EA classical communication
protocol that offers a rate much higher than the classical
capacity in the low signal brightness region. We design a
practical receiver in the m ¼ 2 case that enables the
entanglement advantage and provides intuition for the
optimal receiver design in the general case.
Model of ranging.—We consider the task of determining

the distance between an observer and a target along the line
of sight. Suppose the observer has a finite precision
requirement Δ; then we can divide the line of sight into
m ≥ 2 length-Δ slices, and model the problem of ranging as
a hypothesis testing task between m hypotheses (see
Fig. 1). In hypothesis h, the target is present in the slice
centered at the position hΔ from the origin.
To determine the range, one can send out a pulse,

described by the mode annihilation operator âS, and wait
for the reflected return from the target. The mean photon
number of the mode hâ†SâSi ¼ NS is constrained by the
source brightness or by the need to avoid revealing the
detection attempt. To determine the time of arrival of the
returned pulse, one needs to continuously collect light at
the receiver side, obtaining the modes fâlgml¼1, each
arriving at time tl ¼ 2lΔ=c. In hypothesis h, the target
is hΔ away from the observer, and the reflected mode âh
arrives at the observer after time th ¼ 2hΔ=c. We can

model the reflection by a bosonic thermal-loss channel
Lκ;NB

described by the beam-splitter transform

âh ¼
ffiffiffi
κ

p
âS þ

ffiffiffiffiffiffiffiffiffiffiffi
1 − κ

p
êh; ð1Þ

where κ is the target reflectivity and the noise mode êh is in
a thermal state with NB=ð1 − κÞ photons on average. When
the returned signal does not arrive at time tl, the noise
mode being collected âl≠h ¼ êl is in a thermal state with
mean photon number NB.
Now the task of ranging has been reduced to the

determination of the returned signal mode âh among
the entire set of collected modes fâlgml¼1. In a classical
scheme, the input state of âS is assumed to have a
positive P function, as widely considered in the literature
[25,37,41]. In an entangled scheme, besides sending over
the energy-constrained signal mode âS, one can also keep a
locally stored idler âI entangled with the signal as depicted
in Fig. 1. Similar to the case of QI [42,43], we consider the
signal-idler pair in the two-mode squeezed vacuum
(TMSV) state (see Ref. [44], Sec. I). Although we expect
the TMSV source to be near optimal, proving it is an open
problem, e.g., via generalizing approaches in Refs. [42,43].
As depicted in Fig. 1(b), the stored idler mode âI will still
be correlated with the signal mode âh returned from the
thermal-loss channel Lκ;NB

in hypothesis h, although the
initial entanglement might be destroyed. The joint state of
âI and âh has the covariance matrix

V0
SI ¼

 
ð2NB þ 1ÞI2 2

ffiffiffi
κ

p
CpZ2

2
ffiffiffi
κ

p
CpZ2 ð2NS þ 1ÞI2

!
; ð2Þ

where Cp ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NSðNS þ 1Þp

and I2, Z2 are the Pauli
matrices. Here, we have chosen the unit such that the
vacuum noise variance is unity. As κ ≪ 1, we have omitted
the brightness signature of the target’s range in the signal;
the results are similar even if we include this difference.
From the potential correlation depicted in Fig. 1(b), it is

clear that ranging does not belong to the problem of
quantum channel position finding (CPF) defined in
Ref. [37]: CPF determines the position of a channel among
m channels by inputting m different probes to m channels;
while in ranging only a single probe interacts with the target
but at an unknown time. For this reason, in EA ranging, it is
unclear which signal-idler pair is potentially correlated,
while in CPF such pairing between signals and idlers
is clear.
Hypothesis testing analyses.—The performance of the

above hypothesis testing task is quantified by the error
probability. To obtain the best performance, one can
optimize the input state under the total photon number
constraintNS and the corresponding measurement. One can
also use multiple degrees of freedom and send over M

modes âS ≡ fâðnÞS gMn¼1 in each pulse, therefore each portion

(a)

(b)

FIG. 1. Schematic of the entanglement-assisted ranging proto-
col. In (a), the signal mode âS (blue) and the idler mode âI (red)
are initially entangled in a TMSV state. The signal is sent out to
probe the range of a target with reflectivity κ. When the target is at
distance hΔ, the mode âh, highlighted in red, collected at time
th ¼ 2hΔ=c, contains the reflection from the target embedded in
noise, while the rest of the collected modes (orange) contain
entirely noise. Subplot (b) shows the m possible states in the
hypothesis testing problem at the receiver side. In each case, the
idler (blue) is correlated with the reflected mode (red).
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of collected light also contains multiple modes âl ≡
fâðnÞl gMn¼1 for each time slice tl.
In the classical strategy, conditioned on the target range

being hΔ, the output state can be written as

ρ̂Ch ¼ ð⊗l≠h σ̂
ðBÞ
âl

Þ ⊗ σ̂ðTÞâh
; ð3Þ

where the background state σ̂ðBÞ consists of a product of M
thermal states, each with mean photon number NB, and the
target state σ̂ðTÞ is theM mode returned signal embedded in
the same thermal background, produced by the thermal-loss
channel Lκ;NB

in Eq. (1). In the entangled scheme, each

signal mode âðnÞS has an idler âðnÞI stored locally, and the
overall return-idler state is

ρ̂Eh ¼ ð⊗l≠h σ̂
ðBÞ
âl

Þ ⊗ Σ̂ðTÞ
âhâI

; ð4Þ

where the correlated output state Σ̂ðTÞ has M signal-idler
pairs, each in the state described by the covariance matrix
V0

SI in Eq. (2).
Given the positive operator-valued measure elements

fΠ̂C=E
l gml¼1 describing the measurement in the classical

(C) or entangled (E) scheme, with each element Π̂C=E
l

representing the decision that the target range is lΔ, the
error probability PC=E ¼ 1 −

P
m
l¼1 pltr½Π̂C=E

l ρ̂C=El �, where
the priors pl ¼ 1=m is chosen to be uniform without loss
of generality.
Performance of classical schemes.—Using the convexity

of the Helstrom limit and the quantum Chernoff bound
(QCB) [45–48], we can derive an asymptotically tight
expression of the error probability limit of any classical
strategy using inputs with a positive P function (see
Ref. [44], Sec. II.A):

PC;H ∼
m − 1

m
exp

�
−

2MκNS

1þ 2NB þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NBð1þ NBÞ

p
�

≃
m − 1

m
exp

�
−
MκNS

2NB

�
; when NB ≫ 1; ð5Þ

which is tight only in the error exponent. Here the constant
ðm − 1Þ=m is chosen to match the low signal-to-noise ratio
limit with random guess. The limit is achieved by any
coherent state input under the proper energy constraint.
Furthermore, despite ranging being different from
CPF [37] because, as in the classical strategy, no idlers are
present, the error probability lower bound of classical
CPF (Eq. (10) in Ref. [37]) also applies to classical
ranging PC;LB¼ðm−1Þ=2m×exp½−2MNSκ=ð1þ2NBÞ�.
However this bound is not tight as it gives an error exponent
two times larger than that of Eq. (5).
We can compare the asymptotic limit in Eq. (5) with the

error-probability performance of the single-mode coherent-
state direct detection (DD) strategy [49,50]

PC;DD ¼ 1

m

Xm
k¼2

ð−1ÞkCk
m exp

�
−
ð1 − vk−1ÞκMNS

ð1 − vkÞ=ð1 − vÞ
�
; ð6Þ

where v ¼ NB=ðNB þ 1Þ and Ck
m is the number of

combinations of k items out of m. In the high-noise
NB ≫ 1 and large number of modes M ≫ 1 limit,
PC;DD ∼ exp ð−MκNS=2NBÞ. As it matches the error expo-
nent of Eq. (5), we see that coherent-state DD is the
asymptotic optimal classical strategy in terms of the error
exponent.
In Fig. 2, we evaluate PC;H (green dashed), PC;LB (black

dashed), and PC;DD in Eq. (6) (black solid) for various
parameters. Indeed, we see that PC;DD collapses with PC;H

for m ¼ 2 [subplot (a)] and asymptotically agrees with
PC;H even for m > 2 [subplots (b),(c)]. We also numeri-
cally evaluate the Helstrom limit in them ¼ 2 case and find
that PC;H indeed provides the correct scaling. For m > 2,
the numerical evaluation of the Helstrom limit is challeng-
ing. We compare it to the performance of the pretty-good
measurement (PGM) [37,51–53], which agrees well with
the Helstrom limit in the m ¼ 2 case in Fig. 2(a). For the
m ¼ 3 case, a good agreement between the PGM perfor-
mance and PC;H can be seen. Therefore, we conclude that
PC;H and PC;DD well characterize the classical perfor-
mance limit.
Entanglement advantages.—In the EA ranging protocol,

one has M ≫ 1 copies of the identical states in the final
idler-return joint state ρ̂Eh of Eq. (4). We can therefore
apply the QCB for multiple hypotheses [45,46] to obtain
the asymptotic error probability. Because of the symmetry
of the problem, the error exponent of the multiary
hypothesis testing problem is equal to that of discrimi-
nation between two three-mode zero-mean Gaussian
states with the covariance matrices (see Ref. [44],
Sec. II.B):

Vð1Þ
12I ¼

0
BB@

ð2NB þ 1ÞI2 0 2
ffiffiffi
κ

p
CpZ2

0 ð2NB þ 1ÞI2 0

2
ffiffiffi
κ

p
CpZ2 0 ð2NS þ 1ÞI2

1
CCA;

Vð2Þ
12I ¼

0
BB@

ð2NB þ 1ÞI2 0 0

0 ð2NB þ 1ÞI2 2
ffiffiffi
κ

p
CpZ2

0 2
ffiffiffi
κ

p
CpZ2 ð2NS þ 1ÞI2

1
CCA:

ð7Þ

The error exponent can be analytically calculated [48],
leading to the asymptotic formula for the Helstrom limit
when NB ≫ 1, NS ≪ 1, and M ≫ 1 as

PE;H ∼
m − 1

m
exp

�
−
2MκNS

NB

�
; ð8Þ
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which is tight only in the error exponent. Compared to the
optimal classical performance in Eq. (5), we see the EA
case in Eq. (8) has a factor of 4 (6-dB) advantage in the
error exponent, which is analogous to the entanglement
benefit in QI.
We can also derive a PGM-based upper bound

[37,51–54] for the Helstrom limit (see Ref. [44], Sec. II.B):

PE;H ≤ PE;UB ≃ ðm − 1Þ exp
�
−
MκNS

NB

�
: ð9Þ

The error-exponent of PE;UB is a factor of 2 worse than that
of PE;H. However, compared to the classical performances
in Eqs. (5) and (6), we still see a factor of 2 (3-dB)
advantage in the error exponent.
In Fig. 2, we compare the performances. The entangled

upper bound PE;UB (red dashed) offers rigorous advantages,
as well as a scaling advantage in the error exponent, while
the asymptotic performance PE;H (orange dashed) provides
further advantages (the full expressions are used for
evaluation). The QCB results (orange dashed for the
entangled case and green dashed for the classical case)
are tight in the error exponent, showing a rigorous 6-dB
advantage from entanglement. These results confirm the
quantum advantage of entanglement in the ranging task,
assuming an optimal receiver that jointly measures the
entire collected light and the idler.
Entanglement-assisted communication.—It is well

known that entanglement preshared between a sender
and a receiver enables a higher rate of communication
[7]. Yet a protocol that saturates the full advantage is still
missing despite recent progress [22,23,55]. In classical
signal processing, ranging and pulse-position modulation

are closely connected [56]. Indeed, our quantum ranging
results can be applied to the design of pulse-position
modulated EA communication that provides a much larger
advantage. As shown in Fig. 3(a), to send the classical
message h ∈ ½1; m�, the sender chooses m possible time
slices to send the signal part âS of the entangled TMSV to
the receiver, which collects light continuously to obtain all
modes fâlgml¼1 corresponding to the m time slices. The
receiver then decodes the classical message h̃ by determin-
ing which time slice contains the signal from the sender via
measuring the collected modes fâlgml¼1 jointly with the
idler âI.
In the ranging protocol of Fig. 1, suppose we put all the

loss and noise to the receiver side. Then, the target’s range

(a) (b)

FIG. 3. (a) Schematic of the entanglement-assisted communi-
cation protocol. (b) Information rate of the entanglement-assisted
communication protocol with κ ¼ 0.1 andNB ¼ 20. We compare
the optimized rates R⋆

M for the fixed number of repetition modes
M ¼ 102; 103; 104 (red, purple, blue) and the entanglement-
assisted classical capacity (black) versus the signal average
brightness nS.

(a) (b) (c)

FIG. 2. Error probability performance versus the number of modes M of the quantum ranging protocol compared to the classical
schemes. Signal brightness NS ¼ 0.001 and target reflectivity κ ¼ 0.01. The number of range slices m and the environmental noise NB
are chosen as (a) m ¼ 2; NB ¼ 3, (b) m ¼ 3; NB ¼ 1, and (c) m ¼ 50; NB ¼ 20. For the entangled strategy, we evaluate the
asymptotically tight quantum Chernoff bound (QCB) PE;H (orange dashed), and an exact upper bound PE;UB (red dashed). As an upper
bound, PE;UB has values above one in certain region ofM, where the unity bound of probability dominates. For the classical strategy, we
evaluate the QCB PC;H (green dashed), an exact lower bound PC;LB (black dashed), and the coherent-state direction detection
performance PC;DD (black solid). In (a), we also present the optical-parametric-amplifier-based receiver performance (red solid) in an
entangled strategy and the numerical results of the classical Helstrom limit (purple star). In (a),(b), the performance of the pretty good
measurement (PGM) for coherent-state inputs is also evaluated numerically compared to the classical QCB. The error bars are from
estimation of errors due to the finite photon number cutoff in numerical calculations.
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can be considered as the modulation device of the sender,
and the path from the observer to the target as the ideal
noiseless channel for entanglement presharing (see
Ref. [44], Sec. IV). The same result of Eq. (8) gives the
asymptotic optimal decoding error probability, leading to
an information rate per mode as Rm;M ¼ IðPE;HÞ=Mm,
where Ið·Þ is the standard mutual information [see Eq. (41)
of Ref. [44] ]. We choose the signal total mean photon
number NS ¼ mnS, giving nS photons being sent per mode
per time slice on average. To achieve the best rate, we
optimize over the number of time slices m to obtain the
optimal rate of EA communication R⋆

M ¼ maxm Rm;M.
As benchmarks, we calculate the corresponding classical

capacity [57–60] CðLκ;NBÞ, with the mean photon number
constrained to nS. As Eq. (8) is asymptotically tight, we
consider M ≫ 1 and plot the ratio of information rate over
CðLκ;NBÞ in Fig. 3(b) and, indeed, see a great advantage in
the low signal brightness region. In fact, when compared to
the EA capacity CEðLκ;NBÞ (black solid) that upper bounds
all possible EA communication rates, we see that the rate
R⋆
M has the optimal scaling R⋆

M=CðLκ;NBÞ ∼ lnð1=NSÞ
versus the signal power [22]. Therefore, the receiver design
for the ranging protocol would also be able to offer a great
advantage in EA communication in the low rate region.
Receiver design.—Here, we provide an optical-

parametric amplifier (OPA) [26] based practical receiver
design for the ranging problem when m ¼ 2, with only

two groups of collected modes fâðnÞ1 gMn¼1 and fâðnÞ2 gMn¼1

corresponding to the two time slices. One can perform a
phase shift on each block of modes and then perform
a joint Gaussian operation with the idler modes to

obtain âðnÞ0I ¼ ffiffiffiffi
G

p
âðnÞI þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðG − 1Þ=2p P

2
l¼1 e

ilπâðnÞ†l .
To determine the target’s range, we measure the total

photon number of fâðnÞ0I gMn¼1, with each mode’s mean

photon number hâðnÞ0†I âðnÞ0I i ¼ GNS þ ðG − 1ÞðNB þ 1Þ þ
2ð−1ÞhCp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GðG − 1Þκ=2p

conditioned on hypothesis h.
Therefore, the hypothesis can be determined from a thresh-
old decision of the photon count. Choosing the optimal
gainG ∼ 1þ 2

ffiffiffiffiffiffi
NS

p
=NB, the error probability performance

PE;OPA ≃ exp½−MκNS=NB�=2, when NB ≫ 1, NS ≪ 1

providing a factor of 2 (3-dB) advantage in the error
exponent over the classical limit in Eq. (5), which is
confirmed in Fig. 2(a).
Discussions.—We propose a quantum ranging protocol

enabled by entanglement to provide a 6-dB advantage in
the error exponent of determining the range among an
arbitrary number of possibilities. The receiver design in the
general case is an open problem. One potential approach is
to design a nondemolition version of the sum-frequency-
generation receiver design [61]. The intuition is that the
nondemolition measurement will allow one to use the same
idler to interact with all collected modes until the correlated
mode is located.
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