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Conventional control strategies for nitrogen-vacancy centers in quantum sensing are based on a two-
level model of their triplet ground state. However, this approach fails in regimes of weak bias magnetic
fields or strong microwave pulses, as we demonstrate. To overcome this limitation, we propose a novel
control sequence that exploits all three levels by addressing a hidden Raman configuration with microwave
pulses tuned to the zero-field transition. We report excellent performance in typical dynamical decoupling
sequences, opening up the possibility for nano-NMR operation in low field environments.
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Paramagnetic defects in diamonds feature prominently in
magnetometry oriented quantum sensing. The most widely
used of these defects is the electronic spin of a negatively
charged nitrogen-vacancy (NV) center [1–3], whose
ground state can be described in terms of a spin-1 triplet
endowed with a surprisingly long coherence time even at
ambient conditions [4–7]. Its unique properties make of the
NV center a remarkable sensor of the minute magnetic
fields created by nanosized samples [8–13]. The NV has
positioned itself as the leader in the race to achieve the
ultimate nuclear magnetic resonance (NMR) spectrometer,
in which a spin probe measures the magnetic field created
by a distant single spin [14–17]. As well, a superior ability
to measure other physical magnitudes such as temperature
or electric fields has been demonstrated [18,19]. The
success of NV centers as quantum sensors is based on
the ability to control the spin probe and extend the duration
of its coherence beyond the correlation time of the
measured oscillating signal.
Typically, the NV center is considered as a two level

system (2LS) thanks to the Zeeman splitting of the j�1i
levels that is introduced by means of a bias magnetic field
aligned with the NV axis. Most control protocols involve
dynamical decoupling (DD) sequences of microwave
pulses resonant with the j0i ↔ j−1i transition [20–34],
as indicated by the red arrow in Fig. 1(a). These protocols
conventionally make use of the assumption that pulses are
negligibly short (impulsive limit). This actually poses a
problem since, in order to conserve the pulse area, the
intensity must compensate for the reduced duration. When
the intensity becomes comparable to the Zeeman splitting,
the 2LS approximation fails [35], resulting in a degradation
of coherence time and sensitivity. Nevertheless, working in
the regime of very low Zeeman splitting (≲20 G) becomes

necessary for ultra–low field detection or environment
quantum control [17,36–41].
In this Letter, we propose an alternative route to high

precision low field quantum sensing through three-level
system (3LS) techniques [42,43]. Rather than struggling
with the 2LS approximation we utilize a different DD
frequency which addresses equally all of the NV ground
spin triplet states, as depicted in Fig. 1. This allows high
precision measurements at low Zeeman splitting or, equiv-
alently, permits the use of high-power pulses, consequently
providing a much wider sensitivity range. Previous works
involving the jþ1i spin state have already demonstrated
fourfold enhanced sensitivity thanks to the double quantum
transition j−1i ↔ jþ1i [37,44–46]. However, these pro-
posals still rely, just as conventional methods, on the 2LS
approximation, which brings back the problem of state
overlap at low bias field. Instead, by addressing both j�1i
states with the same pulse, our proposal manages accurate
3LS control with stark robustness to pulse errors, thus
providing high fidelity in a regime so far lacking appro-
priate control protocols.
Moreover, we tackle the effect of the finite length T of the

pulses. This has previously been considered in the context of
DD sequences, demonstrating that the finite temporal width
of the pulses is crucial to calculate the optimal phase
acquisition time and to match the spin precession with the
signal frequency [47,48]. Nonetheless, these approaches
focus on 2LSs and assume complete suppression of the
signal whenever the pulse is acting, ignoring that some
phase is indeed gathered during that time. Instead, we
provide an improved analytical approach and full numerical
calculations.
The combination of a Raman control strategy [42] for NV

centers together with the consideration of finite duration of
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pulses opens up the possibility of highly precise weak
measurements in low field nanoscale NMR.
Conventional control strategy.—We consider an NV

center under the effect of an external, bias magnetic field
in the z direction B ¼ ð0; 0; BÞ and controlled with a
microwave field of frequency ν. The corresponding
Hamiltonian is

HðνÞ ¼ DS2z þ μBSz þΩ cos νtSx; ð1Þ

whereD is the zero field splitting, μ is the gyromagnetic ratio
of electrons, Ω is the Rabi frequency associated with the
microwave drive, and Sj is the spin-1 Pauli matrix in the jth
direction. The dependence of the eigenvalues with the
strength of the magnetic field B is depicted in Fig. 1(a).
Control of the NV center is usually achieved by setting

ν ¼ D − μB [red coupling in Fig. 1(a)]. We will refer to this

strategy as the conventional control (CC) scheme. At this
frequency, the microwave field spectrally addresses the
j0i ↔ j−1i transition, as revealed by the Hamiltonian in
the appropriate rotating picture

H̃ðD − μBÞ ≃ 2μBjþ1ihþ1j

þ Ω
2

ffiffiffi

2
p ðj−1ih0jþjþ1ih0j þ H:c:Þ: ð2Þ

Because of the existence of a matrix element h0jSxjþ1i, the
2LS approximation remains valid only as long as transi-
tions to the state jþ1i can be neglected, either because the
bias fieldB sets it sufficiently apart or because themicrowave
intensity Ω is weak enough. Beyond this regime, pulse
control becomes imprecise and fails to perform the expected
task, as illustrated in Fig. 1(b) for the case of a π=2 pulse of
duration T ¼ π=ð ffiffiffi

2
p

ΩÞ. There, we represent the fidelity of
the target state ðj−1i þ ij0iÞ= ffiffiffi

2
p

as a function of the
dimensionless product TμB. The target state becomes
depleted by off-resonant excitation to jþ1i either as the
Zeeman splitting is reduced or as the pulse intensity
increases. Therefore, the ideal of the impulsive limit is
actually not desirable in this context and it is always
necessary to resort to finite pulse lengths.
Proposed control strategy.— In order to avoid the

detrimental effect illustrated in Fig. 1(b), we propose the
effective Raman control (NV-ERC) strategy, which
involves both the j−1i and jþ1i states by setting the
microwave frequency rather to ν ¼ D [blue coupling in
Fig. 1(a)]. In the absence of noise sources, a coherent
superposition with fidelity 1 is possible at this spectral
position even in the limit of high intensity pulses or small
Zeeman splitting (for the effect of microwave source noise
see Supplemental Material [49]). This is due to the hidden
effective Raman coupling

H̃ðDÞ ≃
�

μBj−i þΩ
2
j0i

�

hþj þ H:c:; ð3Þ

revealed by the basis j�i ¼ ðjþ1i � j−1iÞ= ffiffiffi

2
p

[see
Fig. 1(c)]. This Hamiltonian produces Rabi oscillations
of frequency Ω̄ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

μ2B2 þ Ω2=4
p

and period T̄ ¼ 2π=Ω̄
between states jþi and ½μBj−i þ ðΩ=2Þj0i�=Ω̄.
With this structure, it is possible to improve the two types

of pulses required in most DD sequences. For the
population to coherence map (commonly a π=2 pulse of
length T), we introduce the notion of a pulse of strength
Ω ≥ 2μB applied for a time

T̄ 0 ¼
arccos

�

− 4μ2B2

Ω2

�

Ω̄
; ð4Þ

which transforms j0i into jϕi¼ ½j−1i−expðiϕÞjþ1i�= ffiffiffi

2
p

with cosϕ ¼ ð8μ2B2=Ω2Þ − 1. The opposite transformation
jϕi → j0i is achieved in the time remaining off the Rabi

(c)

(a)

(b)

FIG. 1. (a) The ground state manifold of the NV is a spin-1
triplet where the j�1i states are degenerate and separated from
the state j0i by a zero field splitting of D ¼ 2.87 GHz. A static
magnetic field produces further splitting of the j�1i states and
allows to work with a quasi-2LS, via DD sequences of frequency
matching the j0i → j−1i gap (red arrow). We propose instead
addressing the whole 3LS with a DD frequency ν ¼ D (blue
arrow). (b) Fidelity of state ðj−1i þ ij0iÞ= ffiffiffi

2
p

after a microwave
π=2 pulse of duration T applied on an NV center initialized in
state j0i, represented as a function of the dimensionless quantity
TμB. At small Zeeman splittings or short pulse lengths, poor
fidelities are achieved due to off-resonant excitation of the state
jþ1i. (c) By driving the system at ν ¼ D, an effective Raman
coupling is implemented, providing accurate control of the
system even at large intensities or low bias fields.
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period T̄ 00 ¼ T̄ − T̄ 0. Unlike the pulses discussed above, these
remain exact for increasing Ω.
The Bloch sphere rotation (usually a π pulse of length

2T) is implemented by a 2π pulse with Ω ≫ μB of length
T 0 ¼ 2

ffiffiffi

2
p

T, which produces the phase gate jþi → −jþi.
This pulse improves its performance as the impulsive limit
is approached, also in stark contrast to the case
described above.
Application in DD sequences.— A schematic represen-

tation and comparison of both CC and NV-ERC strategies
in the context of a Hahn-echo sequence is illustrated in
Fig. 2. Both pulse sequences are represented in Fig. 2(b).
Additionally, the effects in the state of the 3LS
are represented in Fig. 2(a) for CC and Fig. 2(c) for
NV-ERC. There, coherences between levels are represented
by orange Bloch spheres and their corresponding vectors,
while residual population is represented by green spheres of
varying diameters. Starting with a thermal distribution of
population across the three states, a laser pulse first
initializes the NV at j0i. A microwave π=2 pulse of length
T (T̄ 0) then attempts to generate an equal superposition of
the two states j0i and j−1i (jþ1i and j−1i). An unwanted
population appears at jþ1i in Fig. 2(a), whereas this
problem is avoided in Fig. 2(c). After a free evolution
time τ − 2T (τ − T 0=2 − T̄=2), where 2τ is the total time of
the sequence, a π pulse of length 2T (T 0) is applied to invert
the Bloch sphere in the respective 2LS. Following an equal
free evolution time, another π=2 pulse of duration T (T̄ 00)
aims at converting coherences to populations, which are
finally measured by a laser pulse (which also reinitializes
the NV center). Each microwave pulse in Fig. 2(a)
accumulates additional population in jþ1i, rendering the
sequence increasingly imprecise.

Ramsey sequence.—To compare both strategies, we resort
to the concept of the filter function (FF) FðωÞ ¼
f2rðωÞ þ f2i ðωÞ. For a coherent external field perturbation
B0

rðωÞ ¼ cosðωtÞð0; 0; 1Þ [B0
iðωÞ¼ sinðωtÞð0;0;1Þ], frðωÞ

[fiðωÞ] is equivalent to the accumulated phase in the NV
[49], allowing us to directly relate analytical calculations of
FFswith numerical results of the performance of each control
sequence. Let us first consider the simpler case of an ideal
Ramsey experiment, which involves an initial π=2 pulse,
waiting time, and a final π=2 pulse. In the impulsive limit, it
features the FF

FRðωÞ ¼ τ2sinc2
�

ωτ

2

�

; ð5Þ

where τ is the total duration of the experiment and
sincðxÞ ¼ sinðxÞ=x. As expected, it peaks at vanishing
frequency, confirming that this sequence is mostly sensitive
to continuous noise. This function also indicates that longer
experiments are preferred for two reasons. First, they yield
stronger signals as indicated by the factor τ2. Second, longer
experiments have better frequency selectivity as indicated by
the sincdependency. This is explained by the fact that only
perturbationswhose periods are longer than τ can be detected,
while the signal associated to faster oscillations averages out.
As discussed above, the impulsive limit T → 0 is not

desirable in the context of NV centers. Nevertheless, a finite
pulse length T has detrimental effects in the sensitivity of
experiments [47,48]. This can be shown even in the context
of an ideal 2LS, where an improved expression incorpo-
rating the dependency on T can be derived [49]

FRðω; TÞ ¼ ðτ − TÞ2sinc2
�

ω
T
2

�

sinc2
�

ω
τ − T
2

�

: ð6Þ

(a)

(b)

(c)

FIG. 2. Protocol.—Depiction of a DD protocol for magnetometry with NV centers and comparison between CC and NV-ERC. In (a),
the usual DD sequence [upper (b)] creates an initial superposition j0i þ j−1i, but additionally partially populates the jþ1i state. Pulses
have to be lengthened in order to ensure a high fidelity truer to the 2LS framework. As a consequence, sensitivity is limited. In (c) on the
contrary, the pulses address the three levels and create a coherent superposition jþ1i þ j−1i without contamination from the j0i state.
This permits reducing the duration of the pulses in our proposed DD sequence [lower (b)], which increases sensitivity for the same total
duration, or permits introducing more pulses within the same DD sequence, without loss of signal and working at
low bias field.
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The prefactor ðτ − TÞ2 clearly indicates that the strength
of the signal is heavily diminished by T. Additionally,
a slight broadening of the function takes place between
the ideal limit T ¼ 0 in Eq. (5) and the maximum
pulse length possible T ¼ τ=2, where FRðω; τ=2Þ ¼
ðτ=2Þ2sinc4ðωτ=4Þ, so pulse length also reduces frequency
selectivity.
Improving on Eq. (6), we perform a numerical calcu-

lation of the remaining ground state population pr;iðω; TÞ
of a 2LS after a Ramsey sequence of total duration τ
(including pulse length T) under the effect of the signal
Br;i

0ðωÞ. Using the relation fr;i ¼ arccosð1 − 2pr;iÞ
between population and accumulated phase, we can com-
pute the associated numerical FF as shown in Fig. 3. The
left panel represents the value of the FF for ω ¼ 0 as
compared to the prediction of Eq. (6) FRð0; TÞ ¼ ðτ − TÞ2.
Signal loss with T is slightly overestimated by Eq. (6), but
the trend is confirmed numerically as the most crucial
consequence of lengthening the pulse duration. Frequency
selectivity is also lost as shown by the slight broadening of
the function with T, visible in the main panel.
An analogous numerical simulation has been performed

for an NV center modeled by Eq. (1) and the results are
shown in Fig. 4 for CC (left panel) and for NV-ERC (right
panel). Accumulated contamination of jþ1i for TμB ≤ 1
utterly blurs the signal in the case of CC. Only for TμB ≫ 1
a faint Ramsey profile may be recovered. In contrast,
NV-ERC strongly features the profile of Eq. (5) in the
regime where standard operation fails. Additionally, it
provides a rather intense signal due to the double quantum
separation between the involved states j�1i.
Hahn-echo sequence and beyond.—More complex DD

sequences are routinely used in experiment. They amount
to the introduction of N equally spaced π pulses of length
2T. The case N ¼ 1, known as the Hahn-echo experiment,
is illustrated in Fig. 2. Following the analysis above, an
odd amount N ¼ 2nþ 1 of π pulses produces a FF of the
form [49]

F2nþ1ðω; TÞ ¼ 4sin2
�

ω
τ

2

�

cos2ðNω 2τ−T
2
Þ

cos2ðω 2τ−T
2
Þ FRðω; TÞ; ð7Þ

while an even amount N ¼ 2n > 0 produces

F2nðω; TÞ ¼ 4sin2
�

ω
τ

2

�

sin2ðNω 2τ−T
2
Þ

cos2ðω 2τ−T
2
Þ FRðω; TÞ: ð8Þ

The first factor centers the signal around ω ¼ π=τ, whereas
the second one centers it around ω ¼ π=ðτ − TÞ. The
function becomes increasingly peaked around this last
value for increasing N. Therefore, in addition to the effects
discussed above, the pulse length T disturbs the value of the
addressed frequency. This behavior is reproduced by the
numerical calculation for a Hahn-echo sequence on an ideal
2LS [49]. As in Fig. 4, the same sequence on an NV center
modeled by Eq. (1) fails in the region TμB ≤ 1, whereas
with NV-ERC the Hahn-echo profile is successfully recov-
ered in that regime.

FIG. 3. Filter function FRðω; TÞ of a Ramsey experiment as a
function of the π=2-pulse duration T and the signal frequency ω
in the ideal case of a 2LS. The left panel compares the values of
FRð0; TÞ from the numerical calculation (black solid curve) and
the analytical calculation Eq. (6) (blue dashed curve).

FIG. 4. Filter function FRðω; TÞ of a Ramsey experiment as a
function of pulse duration and signal frequency ω for an NV
center [Eq. (1)] using CC (left panel, vertical axis corresponding
to T) and NV-ERC (right panel, vertical axis corresponding to
T̄ 0). The value of the Zeeman splitting is μB ¼ 10=τ, which
imposes T̄ 0 ≤ τπ=10

ffiffiffi

2
p

≃ 0.22τ.

FIG. 5. Estimated coherence time T2 (left) and sensitivity η
(right) as a function of the product TμB for CC (dashed lines) and
NV-ERC (solid lines) for different widths Γ of a Lorentzian noise.
Sensitivity is expressed in units of optimal sensitivity ηopt in the
impulsive limit and without decoherence effects.
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In order to illustrate this effect in the context of
experimentally relevant figures of merit, in Fig. 5 we
estimate the corresponding coherence times T2 and sensi-
tivities η [49] for both protocols in the presence of different
Lorentzian environments. In the CC case, both coherence
time and sensitivity are heavily degraded for small TμB,
that is, in the presence of either small magnetic field or
short, intense pulses. In contrast, the problem is resolved by
NV-ERC in its region of applicability.
Conclusions.—Quantum sensing with arbitrary preci-

sion requires from an ever increasing sophistication of
control protocols. Here, we have demonstrated that the
usual paradigm that considers the NV as a two-level
system fails whenever the control pulses are strong or
the bias field is low. We solve the problem by exploiting a
Raman configuration involving both j�1i states, and
demonstrate that with such a control technique it is
possible to access the low bias field regime and at the
same time recover the ideal of the impulsive limit without
degradation of the signal and, consequently, without loss
of sensitivity. Performing accurate experiments in this
parameter region could be of interest for a number of
sensing implementations, such as temperature, strain, or
electric field, since it is at low bias field where these
magnitudes have the greatest impact. Moreover, low
frequency magnetic fields are better detected in such a
way. Hence, our protocol represents a crucial extension of
the nano-NMR scheme.
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