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Non-Hermiticity gives rise to unique topological phases without Hermitian analogs. However, the
effective field theory has yet to be established. Here, we develop a field-theoretical description of the
intrinsic non-Hermitian topological phases. Because of the dissipative and nonequilibrium nature of non-
Hermiticity, our theory is formulated solely in terms of spatial degrees of freedom, which contrasts with the
conventional theory defined in spacetime. Our theory provides a universal understanding of non-Hermitian
topological phenomena such as the unidirectional transport in one dimension and the chiral magnetic skin
effect in three dimensions. Furthermore, it systematically predicts new physics; we illustrate this by
revealing transport phenomena and skin effects in two dimensions induced by a perpendicular spatial
texture. From the field-theoretical perspective, the non-Hermitian skin effect, i.e., the anomalous
localization due to non-Hermiticity, is shown to be a signature of an anomaly.
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Topology plays a key role in modern physics. In particu-
lar, topological phases of matter have been arguably one of
the most actively studied condensed-matter systems in recent
years [1-3]. A universal understanding of topological phases
is obtained by topological field theory in spacetime. For
example, the Chern-Simons theory describes the quantum
Hall effect [4-9], and the axion electrodynamics describes
the magnetoelectric effect [10,11]. One of the consequences
of the topological field theory description is the bulk-
boundary correspondence: in the presence of a boundary,
a topological field theory is gauge dependent at the boun-
dary, and this gauge noninvariance must be compensated by
an anomaly at the boundary [12].

While topological phases were mainly investigated for
Hermitian systems at equilibrium, topological phases of
non-Hermitian systems are attracting growing interest
[13-57]. Non-Hermiticity arises from dissipation [58—60],
and the interplay between non-Hermiticity and topology
leads to new physics in open classical and quantum systems
[61-74]. One of the remarkable consequences of non-
Hermiticity is new types of topological phases without
Hermitian analogs. For example, non-Hermitian topologi-
cal phases arise generally in odd spatial dimensions
[24,31], while no topological phases appear in these
dimensions for Hermitian systems without symmetry.
These unique topological phases arise from the complex-
valued nature of spectra, which enables two types of energy
gaps, i.e., point and line gaps [31]. In the presence of a
boundary, such intrinsic non-Hermitian topology leads to
the anomalous localization of an extensive number of
eigenstates [48,49] that constitutes the non-Hermitian skin
effect [18,25,26].
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However, topological field theory has yet to be estab-
lished for non-Hermitian systems. The Chern-Simons
theory was shown to remain well defined even for non-
Hermitian Chern insulators [34]. Still, this theory only
describes non-Hermitian topological phases that are con-
tinuously deformed to Hermitian phases. Field-theoretical
characterization of intrinsic non-Hermitian topology has
remained elusive, although it is crucial for understanding
and exploring non-Hermitian topological phenomena,
including the skin effect.

In this Letter, we develop topological field theory of non-
Hermitian systems. We show that field theory of intrinsic non-
Hermitian topology is formulated solely by spatial degrees of
freedom as a consequence of the dissipative and nonequili-
brium nature of non-Hermiticity. This contrasts with the
conventional theory defined by both spatial and temporal
degrees of freedom. Our theory universally describes and
systematically predicts unique non-Hermitian topological
phenomena. Furthermore, we show that the non-Hermitian
skin effect is a signature of an anomaly.

Non-Hermitian topology.—Non-Hermitian systems give
rise to unique topological phases that have no counterparts
in Hermitian systems. Such intrinsic non-Hermitian top-
ology arises even in one dimension. Suppose that a non-
Hermitian Bloch Hamiltonian H(k) has a point gap, i.e.,
it is invertible in terms of reference energy E € C (i.e.,
det [H(k) — E] # O for all k) [24,31]. Then, the following
winding number W (E) € Z is well defined:

W (E) :z—jé ﬁ{%logdet[H(k)—E]}. (1)
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Notably, W,(E) vanishes when H(k)— E is Hermitian.
This is consistent with the absence of topological phases
in one-dimensional Hermitian systems without symmetry
[1-3].

A prototypical lattice model with nontrivial W is given
by [75]
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n
where ¢, (¢,) annihilates (creates) a particle on site n, and
y € R denotes the asymmetry of the hopping amplitudes
and describes the degree of non-Hermiticity. The corre-
sponding Bloch Hamiltonian reads H (k) = —cosk +iysink
and winds around the origin in the complex energy plane.
Consequently, we have W (E) = sgn(y) as long as the
reference energy E is inside the region surrounded by the
loop of H(k). Despite the presence of a point gap, an
energy gap for the real part of the spectrum closes at
k=+n/2, ie., ReH(k = £xr/2) = 0; this type of energy
gap is called a line gap [21,31]. To understand a universal
feature of non-Hermitian topology, let us consider the
continuum Dirac Hamiltonian around the line-gap-closing
points:

H(k) = k + iy. (3)

This non-Hermitian Dirac Hamiltonian, similarly to its
lattice counterpart, is characterized by the nonzero winding
number W, (E) = sgn(y — ImE)/2.

An important consequence of nontrivial W, is the non-
Hermitian skin effect [48,49]. In the presence of a boun-
dary, there appear |W, (E)| eigenstates with the eigenenergy
E at the boundary. Notably, W, (E) can be nontrivial for
many choices of the reference energy E, and consequently,
an extensive number of eigenstates are localized at the
boundary. In the lattice model in Eq. (2), all the eigenstates
are localized at the right (left) edge for y > 0 (y <0).
Such anomalous localization is impossible in Hermitian
systems and hence a unique non-Hermitian topological
phenomenon.

Topological field theory.—Before developing effective
field theory for intrinsic non-Hermitian topology, let us
briefly recall the Hermitian case. The effective field theory
for Hermitian systems is obtained by introducing a gauge
potential (A, ¢) to a microscopic Hamiltonian and integrat-
ing out matter degrees of freedom. The quantum partition
function of a Hamiltonian H (k) is given by path integral as
Z|A,$] = [ DpDye' with the (real-time) action

S— / 710, + § — H(=i0, — A)lpdixdr.  (4)

Here, v and y describe matter degrees of freedom.
Integrating over the matter field, we obtain the effective

action S[A, ¢] for the external field, eS4-#] := Z[A, ]/ Z[0]
with

ZIA. §] = det[io + ¢ — H(k — A)). (5)

In the presence of an energy gap, the effective action is given
by alocal functional of (A, ¢). The response of the system to
the external field is read off from the current density
Jj=0S/6A. In this formulation, the topological invariant
that appears in the topological term of the effective action is
given by the Green’s function [76]

Go(k. @) = [iw — H(k)] ™", (6)

which is a non-Hermitian matrix. For example, if we
consider the Dirac Hamiltonian H (k) = k.0, +k,0,+mao,
with Pauli matrices o;’s, we obtain the (2 + 1)-dimensional
Chern-Simons theory, which describes the quantum Hall
effect.

The above path integral, in its Euclidean version,
assumes the Gibbs state as an equilibrium density matrix.
On the other hand, for the non-Hermitian case, the thermal
equilibrium is no longer achieved, and it is generally
unclear what kind of path integral one should set up.
This constitutes a fundamental difficulty for developing
effective field theory. This may be tackled, for example, by
the Schwinger-Keldysh approach [77]. Nevertheless, as
long as an energy gap for the real part of the spectrum (i.e.,
line gap) stays open, the above procedure gives rise to
topological field theory even for non-Hermitian systems.
In this case, non-Hermitian topological phases are contin-
uously deformable to their Hermitian counterparts [31]
and share the same topological field theory. For example,
for non-Hermitian Chern insulators, the above procedure
delivers the (2 + 1)-dimensional Chern-Simons theory
[34]. However, this is not the case for intrinsic non-
Hermitian topology. For the non-Hermitian Dirac
Hamiltonian in Eq. (3), the line gap vanishes, and matter
degrees of freedom cannot be integrated out safely; if we
calculate S[A, ¢] from Eq. (5), it is ill defined. We also note
that the quantization of W, (E) in Eq. (1) is guaranteed by
the point gap E(k) # E instead of the line gap ReE(k) # E,
which is a unique gap structure due to the complex-valued
nature of the spectrum [24,31,37].

We thus seek a different formulation of field theory
for intrinsic non-Hermitian topological phases. Since these
phases arise out of equilibrium, the temporal degree of
freedom should play a special role. Then, let us Fourier
transform the field operator in time by w(x, 1) =
Jwe(x)e E'dE and focus on fixed energy E. We also
switch off the scalar potential ¢ and focus on a time-
independent vector potential A(x). The action in Eq. (4)
reduces to
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Se= [ elH(-i0e=A) = Byt ()

In contrast to Eq. (4), this action is written solely in terms of
the spatial degrees of freedom. The functional integral

Z;1A] = / Dips DygeSe = det[H(k —A) — E] (8)

serves as a generating functional of the single-particle
Green’s function [E — H(k)]~! with reference energy E. It
is therefore expected to capture all physical information—
including topological one such as the non-Hermitian skin
effect. This type of spatial field theory is commonly used
for Anderson localization [78,79] and also for Hermitian
topological systems in odd dimensions [80]. It is discussed
also for Floquet systems and their boundary unitary
operators [81].

To further emphasize the special role played by the
temporal direction, we note that one of the wave numbers,
such as k in Eq. (3), plays a similar role to frequency w for
Hermitian systems; the inverse of the Green’s function
Gy'(k,) in Eq. (6) for a Hermitian Hamiltonian is
identified with a non-Hermitian Hamiltonian H(k) in
Eq. (8) by replacing @ with k. Thus, the effective action
of non-Hermitian systems in d + 0 dimensions is math-
ematically equivalent to that of Hermitian systems in
(d—1)+1 dimensions. Consistently, d-dimensional
non-Hermitian systems are topologically classified in
the same manner as (d — 1)-dimensional Hermitian systems
in the same symmetry class [82]; the difference of one
dimension corresponds to time [83]. The degree of a point
gap, such as y in Eq. (3), gives a relevant energy scale and
ensures the local expansion of the effective action by the
gauge potential.

One dimension.—Below, we explicitly provide field
theories of intrinsic non-Hermitian topology and discuss
unique phenomena, including the skin effect. For the
non-Hermitian Dirac Hamiltonian in Eq. (3), the effective
action is

SplA] = iu{[H(-i0,) - E]A(x)}, ©)

where the vector potential A is assumed to be sufficiently
small. After taking the sum explicitly, this further
reduces to

SglA] = W, (E) / Ax)dx, (10)

where the winding number W, (E) is defined for reference
energy E as Eq. (1). This is the (1 4 0)-dimensional Chern-
Simons theory. As discussed above, replacing x with 7, we
have the (0 + 1)-dimensional Chern-Simons theory, which
describes Hermitian systems in zero dimension.

From this effective action, the current is obtained as

(6 E) = (Z*ZE(%] — W,(E). (11)

Thus, particles unidirectionally flow from the left to the right
(from the right to the left) for W, > 0 (W; < 0). Consistently,
in the lattice model in Eq. (2), the hopping amplitude from the
left to the right is greater (smaller) than that from the right to the
left for W, > 0 (W, < 0). This type of directional amplifi-
cation ubiquitously appears, for example, in open photonic
systems [17,24,47,52] and parametrically driven bosonic
systems [27]. The topological field theory in Eq. (10) underlies
such unidirectional transport induced by asymmetric hopping.

Skin effect as an anomaly.—In the presence of a
boundary, the topological action is no longer gauge
invariant. Suppose that the system described by Eq. (10)
lies in x; < x < xp, outside of which is the vacuum. Then,
under the gauge transformation A - A + df/dx with an
arbitrary function f, the effective action Sy changes into
Sg+ W(E)[f(xg) — f(x1)] and explicitly depends on the
choice of the gauge f. To retain gauge invariance, addi-
tional degree of freedom is required at the boundary
X = xp,xg. This boundary system reads

SEU = W (E)p(xg) —0(x).  (12)

where ¢(x) denotes the phase of the wave function at x.
Since ¢ changes to ¢ + f through the gauge transformation,

Sy into S =W (B)[f (xg) = (x1))
Thus, while Sz and S5 are individually gauge depen-

dent, their combination Sz + S%"™ is indeed gauge
invariant.

The boundary action in Eq. (12) describes a pair of the
charges W (E) and —W,(E) at x =xz and x = x;,
respectively. These charges correspond to skin modes.
Importantly, reference energy E can be chosen arbitrarily
as long as W, (E) is nontrivial. An extensive number of the
charges appear at the boundary, which correspond to an
extensive number of skin modes. Thus, the skin effect
originates from a non-Hermitian anomaly. This contrasts
with Hermitian systems in one dimension, in which an
anomaly results in only a finite number of symmetry-
protected zero-energy modes at the boundary. We note that
an anomaly discussed here is distinct from a dynamical
anomaly in Refs. [42,51,53,84].

Three dimensions.—Topological field theories are
also formulated in higher dimensions. In general, non-
Hermitian systems in d dimensions are described by the
(d + 0)-dimensional Chern-Simons theory for odd d. This
contrasts with Hermitian systems, which are described by
the (d + 1)-dimensional Chern-Simons theory for even d.

In three dimensions, for example, the non-Hermitian
Dirac Hamiltonian H (k)= k.0, +k,0,+ k.o, +iy results
in the (3 + 0)-dimensional Chern-Simons theory

changes
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sl = B 5 [ entiwoawdts. (13)

ijk

where Wj is the three-dimensional winding number. The
current density of this theory is

_65plA] _ WH(E)
CMA(x) 2z

Jx. E) : B(x), (14)

where B := V X A is a magnetic field. Thus, particles flow
along the direction of the magnetic field B. This is the chiral
magnetic effect [85] in which non-Hermiticity induces
chirality imbalance in a similar manner to an electric field.
This further means that the direction of amplification can be
controlled by a magnetic field, which is a unique property
of three-dimensional systems. It is also remarkable that
Ref. [53] recently constructed a lattice model that exhibits
the non-Hermitian chiral magnetic effect. This Letter gives
a field-theoretical understanding about it.

Under the open boundary conditions, Sp is gauge
dependent. For the quantum Hall effect, which is described
by the (24 1)-dimensional Chern-Simons theory, the
gauge noninvariance is balanced with an anomaly of
chiral fermions at the boundary [12]. In the non-
Hermitian case, the boundary degrees of freedom are
described by a Hamiltonian with a single exceptional point,
H(k) = £k, —ik,, for |W3(E)|=1 [54,86], which
reduces to the inverse of the Green’s function of the
conventional chiral fermions by replacing k, with fre-
quency . In 141 dimensions, a chiral anomaly is
described by 0,j4 + 0,j4 = E/zx with an axial current
(j4,j*) and an electric field E = 0,A, — 0,A, [87-89].
Replacing time with another spatial component y, we
have the following non-Hermitian analog of the anomaly
equation [86]:

v.jA(x’E):w’ (15)

z
where B := 0,A, — 0,A, is a magnetic field perpendicular
to the surfaces. In terms of the global quantities such as
the charge Ny (N;) of the right-moving (left-moving)
particle H(k) = k, — ik, [H(k) = —k, — ik,], as well as the
magnetic flux @ := [B(x)d’x, this anomaly equation
reduces to

Ne(E) - Ny () = B2 )
Combining it with the global conservation law Np + N; =
0 due to U(l) symmetry, we have Np = W3®/2z and
N, = —W;3®/2z. Here, ®/27 is the number of the fluxes
since 2z denotes the flux quantum in the natural units (i.e.,
e = h = 1). Thus, a signature of the topological action in
three dimensions appears as the skin effect induced by a

magnetic field. The number of the skin modes is given by
the topological invariant W53 and the number of fluxes.
While Ref. [53] predicted this three-dimensional version of
the skin effect—the chiral magnetic skin effect—on the
basis of the bulk topological invariant, we here derive it
from a chiral anomaly at a boundary. It occurs also in a
lattice model [86,90].

Two dimensions.—For Hermitian systems, topological
field theories of superconductors in 0+ 1 and 141
dimensions and insulators in 2 + 1 and 3 4+ 1 dimensions
are derived from the Chern-Simons theories in 2 4 1 and
4+ 1 dimensions, respectively [10]. Topological field
theories of non-Hermitian systems in even dimensions
are also derived from higher-dimensional ones. For exam-
ple, let us reduce the z direction of the (3 + 0)-dimensional
theory in Eq. (13) by considering z to be a parameter and
making the gauge potential A be independent of z. Then,
the effective action in Eq. (13) reduces to

SplA] :%Z / O(x,E)e;j0,A;(x)dx  (17)

with the Wess-Zumino term @ [86,91]. This is the effective
action of non-Hermitian systems in two dimensions.
Here, 0 is a non-Hermitian analog of the electric polari-
zation in (1 + 1)-dimensional Hermitian systems [92] and
Z, quantized in the presence of reciprocity or particle-hole
symmetry.

The action in Eq. (17) generally describes non-Hermitian
topological phenomena in two dimensions. The current
density is

, 1
Jilx,E) = sz:e,jaje(x,E), (18)

which shows a particle flow in the direction perpendicular
to the gradient of 6. Now, suppose that 0 is spatially
modulated along the y direction. Naively, such a
y-dependent texture leads to a flow along the y direction
and is irrelevant to transport along the x direction. However,
Eq. (18) describes a perpendicular flow along the x
direction as a result of non-Hermitian topology. To
confirm this phenomenon, we investigate the lattice model
H=Hy,+V  with Hy(k) = o,sink, + o, sin k, +
iy(cosk, +cosk,) and V(x) = o sin¢(x) + iy cos ¢p(x).
Here, ¢ is given as ¢(x) = 7/2 —220@y/L,, leading to
nontrivial € [86]. While no topological features appear
in the absence of the spatial texture, the y-dependent
texture induces the complex-spectral winding [Fig. 1(a)].
Consequently, a particle flow along the x direction arises
[Fig. 1(b)], which is consistent with the topological field
theory description in Eq. (18). This perpendicular transport
accompanies the perpendicular skin effect under the open
boundary conditions [86]. The number of the skin modes is
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FIG. 1. Non-Hermitian topological phenomena in two dimen-

sions. The periodic boundary conditions are imposed along both
directions (L, = 50, L, = 20; y = 0.5). (a) Complex spectra in
the presence (® = 1, blue dots) and absence (® =0, gray
regions) of the spatial texture. (b) Time evolution of the wave
packet center of mass along the x direction. The initial state is

prepared to be [y (0)) o > [x = L,/2,).

controlled by the spatial gradient ®, which is also a unique
feature of two-dimensional systems.

Discussions.—In this Letter, we develop topological
field theory of non-Hermitian systems. Because of the
dissipative and nonequilibrium nature of non-Hermiticity,
the temporal degree of freedom is distinguished from the
spatial degrees of freedom, and the field theory is formu-
lated solely by the latter. This theory provides the universal
understanding of non-Hermitian topological phenomena.
We also demonstrate that the non-Hermitian skin effect
originates from an anomaly. For Hermitian systems, topo-
logical field theory is relevant not only to noninteracting
systems but also to disordered and interacting systems.
Similarly, our theory should be applicable to non-Hermitian
systems with disorder and interaction. Finally, it is note-
worthy that other types of nonequilibrium topological field
theory have recently been developed for Floquet operators
[81] and Lindblad master equations [93].
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