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#### Abstract

Quantum Monte Carlo simulations of quantum many-body systems are plagued by the Fermion sign problem. The computational complexity of simulating Fermions scales exponentially in the projection time $\beta$ and system size. The sign problem is basis dependent and an improved basis, for fixed errors, leads to exponentially quicker simulations. We show how to use sign-free quantum Monte Carlo simulations to optimize over the choice of basis on large two-dimensional systems. We numerically illustrate these techniques decreasing the "badness" of the sign problem by optimizing over single-particle basis rotations on one- and two-dimensional Hubbard systems. We find a generic rotation which improves the average sign of the Hubbard model for a wide range of $U$ and densities for $L \times 4$ systems. In one example improvement, the average sign (and hence simulation cost at fixed accuracy) for the $16 \times 4$ Hubbard model at $U / t=4$ and $n=0.75$ increases by $\exp [8.64(6) \beta]$. For typical projection times of $\beta \gtrsim 100$, this accelerates such simulation by many orders of magnitude.
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The power of quantum computers and the difficulty of simulating quantum many-body ground states stem from similar sources: nontrivial entanglement and paths of interfering signs. Low entanglement states can be solved using the density matrix renormalization group [1,2]. Paths of interfering signs are the source of the fermion sign problem in quantum Monte Carlo (QMC) simulations. Systems, such as bosonic Hamiltonians, which have only positive paths and hence no sign problem, can be simulated efficiently. For some classes of systems with "naive" sign problems, approaches have been found that also allow for efficient simulations. One common technique involves finding a sign-problem-free basis in which to perform the simulation [3-7]. Examples where this has also been successful include Hubbard models at half filling [8,9] and employing a Majorana representation [10]. Note that, while there is always a sign-problem-free basis (i.e., the eigenstate basis), it is often as (or more) difficult to find this basis as doing the simulation. Even in cases where the sign problem cannot be removed, the choice of basis can affect the badness of the sign problem [11]. Interestingly, there has not yet been a significant amount of work in automatically searching for a good basis to help mitigate or remove the sign problem. It is this problem that we approach in this Letter.

Our approach is as follows: given a quantification of the sign problem, search over a class of unitary rotations of the Hamiltonian, minimizing the badness of the sign problem. The key question, then, is the development of an algorithm to efficiently accomplish this. As a proof of principle, we will consider hole-doped Hubbard models, finding a rotation that decreases the badness of the sign problem for $L \times 4$ lattices over a wide range of $U / t$.

Quantification of sign problem.-Let $H$ be the Hamiltonian represented in a standard basis (i.e., real space) and $H(R) \equiv R H R^{\dagger}$ be the Hamiltonian rotated by the unitary rotation $R$. Our choice for quantifying the sign problem of $H(R)$ has two goals: (1) The objective function should be proportional to the cost of a QMC simulation on $H(R)$. (2) We can measure (and hence optimize) this objective function efficiently on large bulk two-dimensional systems.

The natural objective function to maximize is the relative variance of the average sign

$$
\begin{equation*}
\langle s\rangle \equiv \frac{1}{N} \sum_{i} s_{i} \tag{1}
\end{equation*}
$$

where $s_{i}$ is the sign for each Monte Carlo sample $i$ and $N$ is the total number of Monte Carlo samples. While the efficiency of different observables vary, their values $\langle O\rangle=$ $\sum_{i} s_{i} O_{i} /\langle s\rangle$ all involve the average sign. Here $O_{i}$ is the observable measured on Monte Carlo sample $i$. Given the variance of $\langle s\rangle$ is $O(1)$, minimizing the relative variance comes down to maximizing $\langle s\rangle$. Because our interest will be in the limit of a large QMC projection time $\beta$, our focus will be in optimizing the component of $\langle s\rangle=A \bar{s}^{\beta}$ which causes $\langle s\rangle$ to decay exponentially with $\beta$, i.e., $\bar{s}$.

Naively, though, this appears to be difficult to optimize, as computing $\langle s\rangle$ itself has a sign problem. It turns out, though, that locally optimizing $\langle s(R)\rangle$ over a class of unitary rotations $R$ is significantly easier then computing it. In particular, $\overline{s(R)}=\exp [-\Delta E(R)]$ [11-13], where $\Delta E(R) \equiv E(R)-\overline{E(R)}$ is the gap between the ground state $E(R)$ of the fermionic Hamiltonian $H(R)$ and the
ground state $\overline{E(R)}$ of an effective bosonic version of the Hamiltonian $|H(R)|$ [14-16], defined as

$$
\begin{align*}
|H(R)|_{i j} & =-H(R)_{i j} \quad \text { if } i \neq j \text { and } \quad H(R)_{i j}>0 \\
& =H(R)_{i j} \text { otherwise, } \tag{2}
\end{align*}
$$

with $\overline{E(R)}=\langle\bar{\Psi}| \overline{H(R)}|\bar{\Psi}\rangle$, where $|\bar{\Psi}\rangle$ is the ground state of $\overline{H(R)}$. Note that this definition ensures that the propagator used in a QMC simulation, $|G| \equiv 1-\tau|H|$ (where $\tau$ is a small constant), contains strictly positive matrix elements. While $E(R)$ is hard to compute (there is a sign problem in evaluating it), its value is independent of the choice of the unitary rotation, i.e., $E(R)=E$. On the other hand $\overline{E(R)}$ is sign-free and hence computable by Monte Carlo simulations on large systems. Maximizing $\overline{s(R)}$ then comes down to maximizing $\overline{E(R)}$.

Note this metric is closely related to, but not identical to having a ground state with only positive amplitudes or a Hamiltonian with no positive off-diagonal matrix elements. For example, the Heisenberg model on a bipartite lattice has no sign problem (i.e., no exponentially large relative variance) in a QMC simulation, but does have positive offdiagonal Hamiltonian matrix elements and a nonpositive ground state (although both these can be removed by applying the Marshall sign rule [17]). $\Delta E(I)$ where $I$ is the identity rotation is correctly zero in this case.

Unitary rotation.-Here we describe the parametrization of our unitaries. While a unitary rotation exists that removes the sign problem (i.e., the eigenstate basis), it is often harder to find than the ground state itself. Instead, we focus on unitary rotations that have simple representations. Two such classes are unitary rotations from shallowdepth quantum circuits and basis rotations on the set of single-particle orbitals used to represent the Hamiltonian: i.e., given a Hamiltonian written as $H=\sum_{i j} t_{i j} c_{i}^{\dagger} c_{j}+$ $\sum_{i j k l} V_{i j k l} c_{i}^{\dagger} c_{j}^{\dagger} c_{k} c_{l}$, we can write $b_{j} \equiv \sum_{k} U_{j k} c_{k}$, where $U$ is an $N \times N$ unitary matrix for a system of $N$ sites. $U$ can be parametrized in various ways, including as the eigenvalues of an orthogonal matrix $H$ or as $U=e^{A}$, where $A$ is a skewsymmetric matrix, i.e., $A=-A^{T}$. In our numerical examples, we focus on single-particle basis rotations, although the approach we describe works also with quantum circuits.

Optimization.-Our goal now is to maximize $\overline{E(R)}$. In this section we demonstrate a series of techniques to optimize this quantity that we benchmark on single-particle basis rotations of the Hubbard model under periodic boundary conditions,

$$
\begin{equation*}
H=-t \sum_{\sigma\langle i, j\rangle} c_{j \sigma}^{\dagger} c_{i \sigma}+\text { H.c. }+U \sum_{i} n_{i \uparrow} n_{i \downarrow}, \tag{3}
\end{equation*}
$$

with $\langle i, j\rangle$ denoting nearest neighbors.
We optimize $\overline{E(R)}$ via three separate techniques. First, we optimize $\overline{E(R)}$ via exact diagonalization using finite
differences. When diagonalization is too costly, we turn to the second technique, the projector quantum Monte Carlo (PQMC) method [18,19]. The PQMC method is a form of QMC simulation which propagates walkers for a projection time $\beta$ giving the energy

$$
\begin{equation*}
E(\bar{R} ; \beta)=\frac{\left\langle\Psi_{\text {init }}\right| \overline{H(R)} \exp [-\beta \overline{H(R)}]\left|\Psi_{\text {init }}\right\rangle}{\left\langle\Psi_{\text {init }}\right| \exp [-\beta \overline{H(R)}]\left|\Psi_{\text {init }}\right\rangle}, \tag{4}
\end{equation*}
$$

where walkers are sampled from an initial wave function $\left|\Psi_{\text {init }}\right\rangle$. In a PQMC simulation, by taking large $\beta$, we can compute $\overline{E(R)} \equiv \lim _{\beta \rightarrow \infty} \overline{E(R ; \beta)}$ in polynomial time; derivatives can be computed using finite differences, giving an algorithm that scales linearly in the number of parameters and otherwise is similar in cost to a sign-free QMC simulation of the same rotated Hamiltonian (i.e., polynomial in system size).

Parameters are then updated using the optimization scheme described in [20] inspired by [21]. For each of the unique entries $v_{i}$ of our unitary parametrization, the next parameter is determined by

$$
\begin{equation*}
v_{i+1}=v_{i}+\alpha \gamma \frac{\left|\partial \bar{E} / \partial v_{i}\right|}{\partial \bar{E} / \partial v_{i}} \tag{5}
\end{equation*}
$$

where $\alpha$ is a random number chosen between zero and one, and $\gamma$ controls the size of the random step.

Although the cost of the direct PQMC approach is polynomial, it can still be expensive, especially since this rotation can result in a quadratic number of terms per (matrix) row (which is a significant increase from the linear number of terms in the Hubbard model but standard for QMC simulations on materials [22]). To overcome this expense, we develop and benchmark a further approximation to our algorithm that significantly accelerates the optimization. Instead of directly optimizing $\overline{E(R)}$, we optimize

$$
\begin{equation*}
\overline{E_{V}(R)} \equiv\left\langle\Psi_{u(R)}\right| \overline{H(R)}\left|\Psi_{u(R)}\right\rangle \tag{6}
\end{equation*}
$$

where $\Psi_{u(R)} \equiv 1 / 2^{N}$ is the uniform wave function in the basis $R$. This is a strict upper bound in energy to $\overline{H(R)}$ and is equivalent to $\overline{E(R ; \beta=0)}$ in the PQMC simulation when the initial wave function is chosen as $\left|\Psi_{u(R)}\right\rangle$. This approximation turns out to be reasonable as the variational energy $\overline{E_{V}(R)}$ tracks the ground-state energy $\overline{E(R)}$ and so pushes the parameters in the correct direction (see Fig. 2). This approximation can be made even faster by choosing a relatively fixed few random states $[O(10)]$ and using these states to optimize $\overline{E_{V}(R)}$. We further utilize the Jax library [23] and implement the derivative $d \overline{E_{V}(R)} / d R$ using automatic differentiation. Because these derivatives (and the energy) are computed from only $O(10)$ Monte Carlo


FIG. 1. Left: $\Delta E(R)$ and $\overline{E(R)}$ for an eight-site Hubbard chain at $n=0.5$ and $U / t=1$ in the plane of the first two parameters; the final plot is interpolated. Dark (light) colors indicate mitigation (increased) sign problem, respectively. Color bar shows both $\Delta E$ (which measures the badness of the sign problem but cannot be computed efficiently) as well as $E(R)$, which can be efficiently computed for large systems. Right: depiction (not to scale) of the energies of two particular rotations $R_{a}$ and $R_{b}$. Despite having the same energy $E$ when there is a sign problem, by optimizing for the largest sign-free $\overline{E(R)}$, we minimize the gap $\Delta E(R)$, which exponentially improves the average sign $\langle s\rangle$ by $\exp [\beta(\overline{E(R)}-\overline{E(I)})] \approx \exp [0.03 \beta]$ for projection time $\beta$.
samples, the statistical error is large, but the correlations introduced by using the same configurations better controls the path generated by the gradients.

Results.-1D: We perform initial tests optimizing onedimensional Hubbard chains for $N=\{3,4,8\}$. We evaluate $\Delta E(R)$ via exact diagonalization and perform derivative-free optimization using Nelder-Mead optimization $[24,25]$. In these runs, $R$ is parametrized by the eigenvectors of a real Hermitian matrix. Our optimization completely removes the sign problem at $N=3$ at $2 / 3$ doping and $N=4$ Hubbard model at half filling for all values of $U$ (see Supplemental Material [26] for the specific matrices); a posteri, we discovered these rotations are known in the continuous-time QMC literature [29]. Interestingly at $N=4$ (see Supplemental Material [26]), our optimization procedure finds a basis that does not make all the off-diagonal signs of $|G|$ positive despite still removing the sign problem (although by hand $G$ can be made positive). We also include an example for $N=8$, where we improved but were unable to completely remove the sign problem (see Fig. 1).

2D: Next we consider a variety of width-four Hubbard models. First we implement projector optimization for the $n=0.5, U / t=1,4 \times 4$ Hubbard model. We parametrize $R$ as the matrix exponential of a real skew-symmetric matrix and start from a random unitary that has a bad sign problem (worse than not rotating at all).

Figure 2(a) shows the improvement in $\overline{E(R)}$ during optimization. By rounding the final unitary and removing noise, we obtain a sparse unitary rotation that rotates each site operator into linear combinations of four-operator plaquettes [see inset of Fig. 2(a)]. The rotated operators


FIG. 2. (a) Projector optimization of $4 \times 4$ Hubbard model with $\gamma=0.01$ showing $\overline{E(R)}$ (blue) and $\overline{E_{V}(R)}$ (red). (b) Optimization of a $16 \times 4$ Hubbard model showing both noisy values of $\overline{E_{V}(R)}$ used in optimization (colored lines), as well as accurate values of $\overline{E_{V}(R)}$ (red squares) and $\overline{E(R)}$ (stars). Each color indicates a change in hyperparameters of optimization (see Supplemental Material [26]). Left insets: rounded optimal unitary rotations at the end of optimization, in a matrix representation. Right insets: lattices illustrating the new basis. The rotated basis is made up of linear combinations of two or four operators, marked by their same color and shape.
do not map to their counterpart in the original basis; i.e., operator $b_{(i, j)}$ does not contain $c_{(i, j)}$. We find that $\Delta E(R)=$ 0.137 and achieve an increase in the average sign, which goes as $\exp [6.27 \beta]$ at large $\beta$.

We test our optimized rotation for a range of doping $n$ and interaction strengths $U$ in Fig. 3. While only optimized for a single $U$ and $n$, we find this rotation mitigates the sign problem over the real-space basis for the $4 \times 4$ Hubbard model for all $0.125<n<1.0$ when $U / t \leq 4$. The ability for a single optimized rotation to be applicable to a larger regime of phase space shows the versatility of our approach.

We then turn to width-four cylinders with periodic boundary conditions. We perform optimization on the $16 \times 4$ Hubbard model with $n=0.5$ and $U / t=2$, using automatic differentiation of $\overline{E_{V}(R)}$ and varying step sizes


FIG. 3. Comparing the results of projector optimization of a $4 \times 4$ Hubbard model at $U / t=1$ and $n=0.5$ doping (star) to no basis rotation ( $I$ ) at different $U$ and doping values. PQMC simulations are done in continuous time with a resampling rate of $T=0.1$ to a projection time of $\beta=20$. Inset: relative $\Delta E(R) / \Delta E(I)$ between the optimal rotation and no basis rotation ( $R=I$ ).
(see Supplemental Material [26]), shown in Fig. 2(b). By rounding and removing noise of the final unitary we obtain a sparse rotation that improves the sign by $\exp [12.86(5) \beta]$. We observe this rotation also works for a variety of doping and $U$ values; e.g., $n=0.5 U / t=6$ and $n=0.75 U / t=4$ have improvements of the average sign by $\exp [3.78(6) \beta]$ and $\exp [8.64(6) \beta]$, respectively.

Upon analyzing the unitary, we find a clear structure that can be used for any width-four cylinder. The single-particle orbitals in the bulk of the lattice become a linear combination over each column of width four, leading to four creation (annihilation) operators (with implicit spin indices)

$$
\left(\begin{array}{c}
b_{(n, 4)}  \tag{7}\\
b_{(n, 3)} \\
b_{(n, 2)} \\
b_{(n, 1)}
\end{array}\right)^{(\dagger)}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
0 & -1 & 0 & -1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
c_{(n, 4)} \\
c_{(n, 3)} \\
c_{(n, 2)} \\
c_{(n, 1)}
\end{array}\right)^{(\dagger)}
$$

At the left and right edges of the system, despite periodic boundaries, two consecutive columns are rotated as

$$
\left(\begin{array}{c}
b_{(2,4)}  \tag{8}\\
\vdots \\
b_{(2,1)} \\
b_{(1,4)} \\
\vdots \\
b_{(1,1)}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccccccc}
0 & -1 & 0 & -1 & 0 & 1 & 0 & 1 \\
1 & 0 & -1 & 0 & -1 & 0 & 1 & 0 \\
0 & 1 & 0 & -1 & 0 & -1 & 0 & 1 \\
1 & 0 & 1 & 0 & -1 & 0 & -1 & 0 \\
0 & -1 & 0 & -1 & 0 & -1 & 0 & -1 \\
1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 & 0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
c_{(2,4)} \\
\vdots \\
c_{(2,1)} \\
c_{(1,4)} \\
\vdots \\
c_{(1,1)}
\end{array}\right)^{(\dagger)}
$$

We illustrate this rotation in the inset of Fig. 2(b). Similar to the structure of the $4 \times 4$ rotation, the new operators are linear combinations of nearby sites but lack the original site with respect to the old basis. However, the bulk is made of two-site pairs of sites rather than four-site plaquettes, and the edge plaquettes are not spaced apart in the $\hat{x}$ direction.

Testing this for a larger system, we observe an average sign reduction over not rotating on a $32 \times 4$ cylinder at $n=0.5$ doping of $\exp [22.5(4) \beta]$ and $\exp [16.0(3) \beta]$ for $U / t=4$ and $U / t=6$, respectively. These energy differences $\overline{E(I)}-\overline{E(R)}$ per site at $U=4$ are increasing with respect to system size (from $L=8$ to $L=32$ ), suggesting in the thermodynamic limit that our rotation provides a better lower bound to the true fermionic energy than identity rotation (details can be found in the Supplemental Material [26]).

Finally, we can take the edge rotation found in Eq. (8) and apply it both to the $4 \times 4$ and $8 \times 8$ lattices. For the $4 \times 4$ case, we find that the rotation improves the sign more not than rotating, but not as well as our optimized $4 \times 4$ unitary, i.e., $\exp [5.40 \beta]$ compared to $\exp [6.27 \beta]$ for $n=1 U / t=1$, respectively. When using this rotation to tile an $8 \times 8$ unitary, we find that we improve the sign only for $U / t \lesssim 1$; e.g., at $U / t=1$ we find an improvement of $\exp [-3.0(1) \beta]$ and $\exp [-3.9(1) \beta]$ for $n=0.5$ and $n=0.875$, respectively.

In addition to the above results, we include in the Supplemental Material [26] an optimization of a $6 \times 6$ lattice to show that the original PQMC optimization of $\overline{E(R)}$ scales beyond what is accessible by exact diagonalization. We also include a study on $4 \times 4$ systems of how the rotation affects the average sign in a PQMC simulation with respect to $\beta$ and the benefit of introducing annihilation $[22,30]$ on top of the rotation.

Conclusion.-We have introduced a new approach for finding a basis that reduces the sign problem in bulk systems of arbitrary dimensions. For fixed accuracy and projection time, this improves the calculation speed of a ground-state QMC simulation by many orders of magnitude; a similar approach will also improve finite-temperature calculations. Our method uses a QMC method to maximize the energy of the "bosonic" version of the rotated Hamiltonian $|H(R)|$; this maximization corresponds to maximizing the average sign of a QMC calculation in that rotated basis. In many ways, our sign problem mitigation approach is similar in flavor to variational Monte Carlo method [31-37] and many of the tricks from that community will be applicable here. Although we used the PQMC approach in this Letter, any QMC method that works in an orthogonal basis (world line Monte Carlo method, path integral ground state, etc.) have the same sign problem and are equally improved by the rotation. In addition, we developed a variational optimization approach that instead optimizes the variational energy of the uniform state $\left|\Psi_{u(R)}\right\rangle$ with respect to $|H(R)|$ over a small number of
configurations, for a significant speed-up and at polynomial scaling. This heuristic works because of the empirical observation that this variational energy and the projector energy track each other closely up to some (slowly varying) fixed offset.

To illustrate the method, we optimized the single-particle basis of $4 \times 4$ and $16 \times 4$ Hubbard model at $n=0.5$ doping and $U / t=1$ and $U / t=2$, respectively. This resulted in an exponential increase in average sign, by approximately $\exp [6.278 \beta]$ and $\exp [12.86(5) \beta]$, leading to significant speed-ups for a typical $\beta \in[10,100]$. The rotations we found are sparse, generalize to a wider range of $U$ and $n$, and the latter rotation generalizes to all width-four cylinders.

A uniting theme among these optimized rotations is their structure of rotating into linear combinations of a small number of nearby sites. The new basis in both cases seem relatively insensitive to both doping and $U / t$, with each $b_{(i, j)}$ not including the matching $c_{(i, j)}$. In addition, a fouroperator plaquette is apparent in both geometries, although in slightly different forms. Other techniques beyond QMC simulations may also benefit from this insight, although its unclear if it extends beyond the Hubbard model itself. The automatic optimization of our method should be useful for other sign-plagued models to potentially turn up other sparse bases.
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