
 

Spontaneous Time-Reversal Symmetry Breaking
at Individual Grain Boundaries in Graphene

Kimberly Hsieh ,1,* Vidya Kochat,1,† Tathagata Biswas,1,‡ Chandra Sekhar Tiwary,2,§ Abhishek Mishra,3

Gopalakrishnan Ramalingam,4 Aditya Jayaraman,1 Kamanio Chattopadhyay,2

Srinivasan Raghavan,3,4 Manish Jain,1 and Arindam Ghosh1,3
1Department of Physics, Indian Institute of Science, Bangalore 560 012, India

2Department of Materials Engineering, Indian Institute of Science, Bangalore 560 012, India
3Centre for Nano Science and Engineering, Indian Institute of Science, Bangalore 560 012, India

4Materials Research Center, Indian Institute of Science, Bangalore 560 012, India

(Received 30 September 2020; accepted 30 March 2021; published 19 May 2021)

Graphene grain boundaries (GBs) have attracted interest for their ability to host nearly dispersionless
electronic bands and magnetic instabilities. Here, we employ quantum transport and universal conductance
fluctuation measurements to experimentally demonstrate a spontaneous breaking of time-reversal
symmetry across individual GBs of chemical vapor deposited graphene. While quantum transport across
the GBs indicate spin-scattering-induced dephasing and hence formation of local magnetic moments,
below T ≲ 4 K we observe complete lifting of time-reversal symmetry at high carrier densities
(n≳ 5 × 1012 cm−2) and low temperature (T ≲ 2 K). An unprecedented thirtyfold reduction in the
universal conductance fluctuation magnitude with increasing doping density further supports the possibility
of an emergent frozen magnetic state at the GBs. Our experimental results suggest that realistic GBs of
graphene can be a promising resource for new electronic phases and spin-based applications.
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Structural disorder in graphene originates from defects
classifiable into two categories: point defects (vacancies,
Stone-Wales defects) and extended defects such as grain
boundaries (GBs). Vacancies result in localized states close
to zero energy leading to magnetic moment formation in
graphene, experimentally confirmed by the observation of
spin-split resonances in scanning tunneling microscopy
(STM) at monovacancies [1], measurements of spin cur-
rents [2], and the possibility of the Kondo effect [3,4]. GBs
lead to local modification of graphene band structure by
introducing weakly dispersing, nearly flat electronic bands
with enhanced density of states (DOS), either at zero
energy [translational GBð2; 0Þjð2; 0Þ] [5,6] or finite ener-
gies [tilt GBð5; 0Þjð3; 3Þ] [7–9]. While preliminary studies
projected GBs as detrimental to electronic transport
[10–17], successive experiments showed that these draw-
backs can be overcome by tailoring the growth conditions
[18,19]. Magnetotransport measurements across isolated
GBs reveal enhanced weak localization (WL) compared
to single-crystalline grains, indicating stronger intervalley
carrier scattering due to lattice disorder [10,17]. However, a
comprehensive study of the symmetry-breaking mecha-
nisms at graphene GBs through direct measurements of the
universal conductance fluctuations (UCF) in the inter- and
intragrain regions has so far been lacking.
Magnetic ordering has been predicted at GBs, either

by localization at nontrivially coordinated C-rings [7] or

assisted by strain, e.g., in translational line defects with
octagon-pentagon pairs [5,6]. In realistic GBs realized
during chemical vapor deposition (CVD) growth, nucleation
centers grow independently and fuse in the local bonding
environment. Such GBs comprise multiple defect realiza-
tions, including vacancies, Stone-Wales defects, intermittent
1D line defects [12,20], multimembered C-rings [7,21], etc.,
causing a strong increase in charge carrier scattering and
electronic noise [14,18,19]. Despite both numerical [5–7]
and spectroscopic [8,9,20,22] evidences of large enhance-
ment in local DOS and spin splitting, no tangible impact of
e-e interaction at the GBs has so far been observed. This
work combines quantum transport and UCF to probe local
charge and spin excitations across individual graphene GBs.
The UCF magnitude, determined by the symmetry of the
underlying Hamiltonian via the Wigner-Dyson parameter β
[23], reveals a full spontaneous lifting of the time-reversal
symmetry (TRS) in the GB region for T ≲ 2 K and
n≳ 5 × 1012 cm−2. The temperature and density depend-
ence of UCF link the TRS lifting to a frozen magnetic state
arising from the GB defect sites.
We measured three devices (D1, D2, and D3) from CVD-

synthesized graphene [see the Supplemental Material (SM)
[24], Sec. S1], optimized to ensurepartial fusionof crystallites
[scanning electron micrograph in Fig. 1(a)]. High-resolution
transmission electron microscopy (HRTEM) [Fig. 1(b)]
performed on a pair of similarly synthesized grains reveals
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an average width ∼10 nm of the disordered region and a
misorientation angle ≈23° between the parent crystallites.
The GBs form a highly disordered region consisting of
arrays of line dislocations and undercoordinated C atoms
[Fig. 1(c)] similar to that observed in STM and TEM studies
[8,9,19,20,22].
Figure 2(a) schematically describes the conceptual basis

of our experimental approach. The quantum interference
effect that underpins both quantum corrections to conduc-
tivity (Δσc) and the UCF (hδG2

ϕi) depends on crossings of
time-reversed path pairs as the electron (or hole) diffuses
across the sample over τD ¼ L2=D, the Thouless time,
where L and D are the length of the system and carrier
diffusivity, respectively. While Δσc is determined by the
probability of single self-crossing, the correlation function
in hδG2

ϕi ∼ hGð0ÞGðτÞiτ requires two spatially separated
crossing points (thus involving a larger number of defect
sites), thereby defining closed loops encircled either in
the same (diffusons) or opposite (cooperons) senses with
identical structure factors [Figs. 2(a1) and 2(a2)]. This has
two important consequences: first, compared to Δσc
[∼ lnðτDγÞ], the UCF magnitude hδG2

ϕi ∼ ðτDγÞ−2 is expo-
nentially more sensitive to emergent dephasing processes in
two dimensions, where γ is the dephasing rate and thus a
more suitable tool when the dephasing processes are
confined within spatially restricted regions such as the
GBs. Second, when TRS is lifted, usually by a transverse
magnetic field B ≫ Bϕ, Bϕ being the field corresponding to
one flux quantum threading a phase coherent cell, the
cooperon contribution is removed, decreasing hδG2

ϕi exactly
by a factor of 2. The reduction factor is protected by the
symmetry of the underlying Hamiltonian, i.e., hδG2

ϕi∼
ðe2=hÞ2=β, where β ¼ 1 for time-reversal-invariant systems
(orthogonal ensemble) and β ¼ 2 when TRS is absent
(unitary ensemble). For a time-reversal-invariant system
[35], a crossover function νðBÞ is defined as

νðBÞ ¼ NðBÞ
Nϕ

¼ 1þ 2

b2
X∞

n¼0

1

½ðnþ 1
2
Þ þ 1

b�3
; ð1Þ

where b ¼ 8πBðlϕÞ2=ðh=eÞ is the dimensionless magnetic
field that captures the reduction in the UCF as a function ofB
[Fig. 2(a3)]. Here,NðBÞ andNϕ are the values of hδG2

ϕi at B
and at B ≫ Bϕ, respectively. When TRS is spontaneously
removed (magnetic systems), νðBÞ remains unaffected at the
scale of Bϕ, as observed in ferromagnetic films [36].
For electrical transport, the graphene grains were

transferred on to Si=SiO2 substrates, patterned into
Hall bars such that measurements across the GB and
within the single-crystalline intragrain (SG) region can
be carried out simultaneously [Fig. 2(b) inset]. The excess
disorder in the GB region results in enhancement in the
resistivity by a factor of ∼2 to 5 times that of the SG region
depending on n [Fig. 2(b)] and a consequent suppression
of the carrier mobility (μSG ≈ 480 cm2V−1 s−1 while
μGB ≈ 220 cm2V−1 s−1). Magnetotransport measurements

(a) (b) (c)

FIG. 1. (a) Scanning electron micrograph of a typical pair of
graphene grains with grain size ≈15 μm forming a GB in
between. Scale bar, 10 μm (b) Bright field TEM image of the
GB formed between two grains. The selected area electron
diffraction pattern in the inset shows the misorientation angle
between the grains ≈23°. Scale bar, 5 nm. (c) HRTEM image of
the GB region where line and point defects are outlined. Scale
bar, 1 nm.

(a1)

(b)

(d) (e)

(c)

(a2) (a3)

FIG. 2. (a) Schematic showing (a1), a pair of crossings repre-
senting diffusons; (a2), a pair of crossings representing cooperons;
and (a3), the expected behavior of νðBÞ as a function ofB for TRS-
invariant and TRS-broken systems. (b) Sheet resistance (R□) as a
function of gate voltage (VBG) for intragrain (SG) and intergrain
(GB) regions of D1 at T ¼ 0.3 K. Inset: Optical micrograph of a
typical device. The morphology of the original pair of coalesced
grains is shown (black line) along with the approximate GB
location (red line). Scale bar, 10 μm. (c) Magnetoconductance
measurements are shown for n ¼ −6 × 1012 cm−2 at T ¼ 0.3 K
for the SG region and T ¼ 0.3, 0.8, and 4 K for the GB region,
clearly exhibiting WL. Dashed lines correspond to HLN fits.
(d) Quantum correction to conductivity Δσc in units of e2=πh
plotted for both SG and GB regions as a function of T for
n ¼ −1 × 1012 cm−2 and −6 × 1012 cm−2. (e) Scattering rate γ
normalized to its value γ40 K at T ¼ 40 K, plotted versus T for the
SG and GB regions at n ¼ −6 × 1012 cm−2, is shown, where the
black dotted line indicates the temperature regime where Nyquist
scattering dominates.
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down to T ¼ 0.3 K for a fixed n (≈ − 6 × 1012 cm−2)
indicate enhanced WL correction at the GB region
[Fig. 2(c)], signifying stronger intervalley scattering from
short range lattice defects [10,17,37]. Fitting [dashed lines
in Fig. 2(c)] the modified Hikami-Larkin-Nagaoka (HLN)
expression for graphene [38] to magnetoconductance yields
both the quantum correction to conductivity Δσc and the
dephasing length lϕ [Fig. S2(a)]. The T dependence of Δσc
in Fig. 2(d) shows that the quantum correction behaves
differently between SG (left) and GB (right) regions,
especially at high n. In both cases, we find Δσc ∝ lnðTÞ
at low n, as expected for diffusive nonmagnetic conductors
where dephasing takes place via Nyquist scattering from
e-e interaction so that γ ¼ D=l2ϕ ∝ T. Direct evaluation of γ
[Figs. 2(e) and S2(b)] from HLN fits confirms this
proportionality with T. The quantum correction in the
GB region at high n (≳5 × 1012 cm−2), however, deviates
from this behavior, where we find bothΔσc [Fig. 2(d), right
panel] and γ [Fig. 2(e)] saturate below T ∼ 7 K.
Low temperature saturation of γ in metals is often

attributed to inelastic processes from spin-flip scattering
[39–41]. Neglecting electron-phonon scattering at such
temperatures [42,43], we can write γ ¼ γee þ γs, where
γee is the e-e induced scattering rate and γs is the spin-flip
scattering rate due to dilute magnetic impurities. The
observed saturation in γ at temperatures T ≲ 7 K can
thus be explained from increasing Nyquist scattering
(γee ∝ T) countering the reduction in γs above the
Kondo temperature TK [44,45]. Such an anomalous T
dependence of γ in the intergrain region hints at the
formation of magnetic moments that can interact at
lower temperatures leading to frozen magnetic ordering
[46]. However, the competing effects of localization and
antilocalization due to graphene’s chiral charge carriers
makes it ambiguous to detect or claim such possibilities
using WL alone.
To complement quantum transport, we carried out UCF

measurements in two different ways: (1) From slow time-
dependent fluctuations in the conductance relating directly
to the ensemble fluctuations of disorder configuration via
ergodic hypothesis [35,47–49] (Fig. 3, SM Sec. S4), and
(2) by analyzing the reproducible and aperiodic fluctua-
tions in G by tuning the Fermi energy [Fig. 4(b), SM
Sec. S5). The time-dependent conductance fluctuations
across the GB of D1 at n ¼ −0.8 × 1012 cm−2 is plotted
in Fig. 3(a), clearly displaying a reduction in the relative
magnitude of fluctuations at B ¼ 0 T and B ¼ 47 mT
(≫ Bϕ). Figure 3(b) shows the B dependence of νðBÞ,
defined in Eq. (1), from hδG2

ϕi evaluated from time-
dependent conductance fluctuations in device D1 for three
different n at the GB region. At low n (≈0.8 × 1012 cm−2),
νðBÞ shows a clear factor-of-2 reduction as B increases
beyond ∼30 mT, which corresponds to Bϕ [Fig. 3(b),
uppermost panel]. This suggests TRS to be preserved in

GB regions at low n, similar to 2D systems such as
exfoliated graphene [37], topological insulators [50], doped
Si=Ge systems [51], and nonmagnetic films [47]. However,
with increasing n, a progressive reduction in νðBÞ at B ¼ 0
was observed across the GB approaching unity, and thus
B-independent ν, for n≳ −6 × 1012 cm−2 [Fig. 3(b), bot-
tom panel]. The insensitivity of νðBÞ to transverse field at
the scale B ∼ Bϕ is a unique characteristic of systems with
spontaneously broken TRS, as observed before in ferro-
magnetic films [36] and lightly doped semiconductors in
the strongly interacting regime [49]. A similar trend was
observed for D2 [Figs. 3(d), S5, and S6] where the
reduction in νðBÞ was observed in both doping regimes.
Remarkably, the spontaneous breaking of TRS was
observed only in the intergrain region, while the intragrain
region continues to show a factor-of-2 reduction in UCF
magnitude with B at similar high densities [Fig. 3(c), higher
T in Fig. S9]. The near B independence of ν at high n was
found to be ubiquitous to quantum transport across GBs in
CVD graphene, as shown for D1 in Fig. 3(b) and D2 in
Fig. S5. The solid lines in Figs. 3(b) and 3(c) correspond to
fits of νðBÞ according to Eq. (1), with lϕ as the only fitting
parameter. Figure 3(d) shows the noise reduction factor
νðB ¼ 0Þ ¼ NðB ¼ 0Þ=Nϕ for D1 and D2 measured at
T ¼ 0.3 and 4.5 K as a function of n. At T ¼ 4.5 K, the
minimum νðBÞ (≈1.5) at highest experimental n indicate
only partial removal of TRS. The factor-of-2 reduction of
νðBÞ across the SG region was maintained throughout the

(a) (b)

(c)

(d)

FIG. 3. (a) Conductivity fluctuations for GB region of D1 at
n ¼ −0.8 × 1012 cm−2 for B ¼ 0 mT (pink) and B ¼ 47 mT
(purple), clearly indicating a reduction in the fluctuation
magnitude at B ≫ Bϕ. (b) νðBÞ plotted for three different n at
T ¼ 0.3 K for D1 showing spontaneous TRS breaking at zero
field as n is increased. Solid lines are fits to Eq. (1). (c) νðBÞ for
the SG and GB regions plotted at T ¼ 0.3 K for D1 at n ¼
−7 × 1012 cm−2 indicating that spontaneous TRS breaking oc-
curs only in the presence of a GB. (d) Noise reduction factor
νðB ¼ 0Þ for the SG and GB regions of D1 (circles) measured at
T ¼ 0.3 K (darker) and D2 (diamonds) at T ¼ 0.3 K (darker)
and T ¼ 4.5 K (lighter) as a function of n.
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entire density range, implying that TRS is lifted solely in
the presence of the GB.
To understand the origin of TRS breaking in the GB

region, we then measured the n dependence of the zero-B
magnitude of the UCF, which can distinguish between TRS
breaking from an externalB field and that from an emergent
frozen magnetic state [52]. For this, hδG2

ϕi was calculated
from reproducible fluctuations in G within small windows
of VBG i.e., from EF (SM Sec. S5). The SG region exhibits a
factor of ≈4 reduction in hδG2

ϕi [Fig. 4(b), left panel) due to
valley symmetry lifting, thereby suppressing the UCF from
valley triplet channels, a behavior observed in exfoliated
graphene [37]. In contrast, the UCF magnitude in the GB
region exhibits a drastic reduction [Fig. 4(b), right panel]
by a factor of ≈30 as n is increased. This unique and
unprecedented reduction can be quantitatively understood
from a combination of valley hybridization, TRS breaking,
and suppression of spin triplet channels in the presence
of static (measurement time short compared to Korringa
relaxation time) spin-dependent scattering, as depicted
schematically in Fig. 4(a). The static spin texture, or
“frozen magnetic state,” at large n may happen when the
defect-bound magnetic impurities interact via Ruderman-
Kittel-Kasuya-Yosida (RKKY) exchange, forming long or
short (e.g., a spin glass) range spin-ordered states [46,53].
Thus, the UCF measurement in graphene containing a
GB suggests a rather unexpected effect of doping, which

manifests in both valley and (static) spin polarization when
the carrier density is made sufficiently large.
To estimate the energy scale for local moment interaction

at the GB, we study the effect of temperature on νðBÞ. The
normalized magnetonoise νðBÞ for the GB region in device
D2 at n ¼ 6.1 × 1012 cm−2 with varying temperature is
shown in Fig. 5(a) [data at higher T in Fig. S7(a)].
Evidently, the spontaneous TRS breaking occurs only at
temperatures ≲2 K, while νðBÞ approaches ∼2 as T is
increased (data for D2 at T ¼ 4.5 K in Fig. S6 and D3
at T ¼ 8 K in Fig. S8). To estimate the exchange inter-
action between moments, we first estimate the Kondo
temperature TK ≃ 20 K from the T dependence of the
sheet resistance R□ at finite B where WL corrections are
suppressed (Fig. S14). This TK is compatible with studies
on irradiated graphene [3,4]. The RKKY interaction
between moments can be estimated as [54] kBTRKKY ∼
27j2a4=64πvFℏR3 ∼ 2.2 K (lattice constant a ≈ 0.246 nm
and Fermi velocity in graphene vF ≈ 106 ms−1), where the
Kondo exchange j ≈ 2.3 eV was obtained from the exper-
imental TK and the DOS in the GB region, DðEFÞ ∼
0.05 eV−1 (Fig. S12) [5–7]. Such a large j value agrees
with previous theoretical calculations [55–57]. The average
defect distance R ≈ 2 nm can be estimated from the
HRTEM image of the GB region on alignment in two-
beam condition [SM Fig. S13(a) with corresponding
histogram in Fig. S13(b)]. This value of TRKKY agrees
reasonably well with the T dependence of νðB ¼ 0Þ
[Fig. S7(b)], showing a continual increase in νðB ¼ 0Þ
up to T ≈ 10 K, after which the decrease in νðB ¼ 0Þ can
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2
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10

FIG. 4. (a) Schematic describing the contribution of diffuson
(blue) and cooperon (red) singlet (jSi) and triplet (jT1i, jT2i and
jT3i) states to the UCF magnitude hδG2

ϕi in different symmetry
classes. Valley hybridization leads to a factor of 4 reduction in
hδG2

ϕi, while magnetic impurities reduce hδG2
ϕi by a further factor

of 8 due to gapping of spin diffuson triplets and all cooperons.
(b) The variance in conductance hδG2

ϕi within a phase-coherent
box of l2ϕ normalized to its value at the Dirac point δhG2

0i as a
function of n at T ¼ 0.3 K, showing a factor of≈4 reduction in the
SG region and a factor of ≈30 reduction in the GB region.

(a) (b)

(c)

FIG. 5. (a) νðBÞ plotted for D2 at n ¼ 6.1 × 1012 cm−2 show-
ing spontaneous TRS breaking at zero field only at temperatures
T ≲ 2 K. (b) T dependence of the reduced sheet resistance ρ□ (in
units of h=e2) averaged from resistance fluctuations measure-
ments at B ¼ 0 T for SG (blue) and GB (red) regions at n ¼
−6 × 1012 cm−2 for D1. (c) Normalized variance N ¼ Sσ=σ2 at
B ¼ 0 as a function of temperature is plotted for GB region of D1
at n ¼ −6.9 × 1012 cm−2, clearly indicating a sharp increase in
NðB ¼ 0Þ at lower temperatures.
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be attributed to the loss of phase coherence through
thermal averaging [Fig. S7(a)]. The estimated values of
TK and TRKKY signal a competition between Kondo
singlet formation and a frozen magnetic state [58]. To
gain further insight into the nature of this magnetic state,
we have measured the time-averaged resistivity ρ□ at n ¼
−6 × 1012 cm−2 for the GB and SG regions of D1
simultaneously. A distinctive feature of the T dependence
of ρ□ in the GB is a noticeable downturn at T ≲ 1 K
[Fig. 5(b)], unlike the SG resistivity, despite accounting
for quantum interference and e-e interaction corrections.
Such a resistivity downturn at low T is strongly indicative
of spin-glass freezing resulting from reduced spin-flip
scattering [59,60]. Additionally, the normalized variance
NðB ¼ 0Þ of the GB region increases rapidly by nearly
an order of magnitude on cooling from ∼2.5 K to 0.3 K
[Fig. 5(c)] despite the low-T saturation in γGB [Fig. 2(e)],
contrasting with the behavior of SG noise (Fig. S15).
Such an anomalous increase cannot be explained by the
standard Feng-Lee-Stone theory [48] but can be attributed
to the chaotic nature of spin reorganization below the spin-
glass freezing temperature [61], as previously reported in
CuMn [62,63], AuFe [64,65], and dilute magnetic semi-
conductors [66].
In conclusion, we have identified signatures of sponta-

neous TRS breaking at graphene GBs using quantum
transport measurements of WL and UCF. Such states
emerge at high densities and at temperatures below
∼2 K, suggesting low-energy spin-spin interactions, pos-
sibly mediated by RKKY coupling. An anomalously sharp
increase in noise below ∼2 K indicates that the TRS
breaking is likely due to an emergent spin-glass state at
graphene GBs.
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ing in Li-intercalated graphene using ARPES and STM
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