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Motivated by the recent discovery of superconductivity in infinite-layer nickelates RE1−δSrδNiO2

(RE ¼ Nd, Pr), we study the role of Hund coupling J in a quarter-filled two-orbital Hubbard model, which
has been on the periphery of the attention. A region of negative effective Coulomb interaction of this model is
revealed to be differentiated from three- and five-orbital models in their typical Hund metal active fillings. We
identify distinctive regimes including four different correlated metals, one of which stems from the proximity
to a Mott insulator, while the other three, which we call “intermediate”metal, weak Hund metal, and valence-
skipping metal, from the effect of J being away fromMottness. Defining criteria characterizing these metals is
suggested, establishing the existence of Hund metallicity in two-orbital systems.
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A novel route to the electron correlation, which has
attracted a great deal of attention over the last fifteen years,
is on-site Hund coupling J [1]. This energy scale favors high-
spin configurations on each atom, lifting the degeneracy of
atomic multiplets. In multiorbital systems away from half
filling, an intriguing correlated metallic regime dubbed Hund
metal emerges, promoted by J rather than the proximity to a
Mott insulator [1–4]. Accordingly, many related physical
phenomena have been uncovered, such as the spin-freezing
crossover [5,6], the spin-orbital separation [7–13], instability
to the charge disproportionation [14,15], the orbital differ-
entiation [16–22], and superconductivity [6,23], to name a
few. These concepts have provided a compelling view of the
physics, most prominently of iron-based superconductors
[2,3,18,19,23–29] and ruthenates [30–33].
In the midst of unveiling Hund metal phenomenology,

however, two-orbital models with one electron away from
half filling have been on the periphery of the attention,
although intriguing effects of Hund coupling have been
reported [4,17,34]. This is presumably because this usual
filling for Hund metallicity results in the seemingly trivial
singly occupied electron or hole state for this case.
The recent discovery of the superconductivity in infinite-

layer nickelates RE1−δSrδNiO2 (RE ¼ Nd, Pr) [35,36]
heralds a new chapter of quantum materials research
[37–70]. Despite their chemical and structural similarities
with cuprates (nominal one-hole occupation of Ni-d orbi-
tals residing in the NiO2 plane), they exhibit sharp
differences in their normal state physical properties.
Most strikingly, they are metals without long-range mag-
netic orders showing non-Fermi-liquid behaviors at
elevated temperatures [35,36,71,72]. A series of the recent
ab initio studies reported the importance of Hund
coupling [65–69], especially among Ni-eg (two-orbital)
electrons [68], alluding to an intriguing route to the

superconductivity [49–51]. Although these observations
are interesting per se, a suitable reference picture of Hund
physics has yet to be established.
To that end, in this Letter we classify distinctive regimes

emerging out of a two-orbital Hubbard model away from
half filling. Four different correlated metals are identified:
one of which stems from the proximity to a Mott insulator,
while the other three result from effects of J being away from
Mottness. The latter three J-induced metals are intermediate,
weak Hund (WH), and valence-skipping (VS) metals.
Characteristic features of these metals will be discussed
throughout the Letter. We finally discuss implications of our
two-orbital picture to the physics of infinite-layer nickelates.
To obtain a basic picture, we first begin with a brief

excursion into a simple atomic limit: a collection of atoms
with zero hopping among them. We consider three different
models: two-, three-, and five-orbital models with nd ¼
M þ 1 electron filling (whereM is the number of orbitals).
This particular choice is motivated by the observation that a
system with nd ¼ M � 1 hosts Hund metallicity when they
form solids (at the least for M ≥ 3), as well as that each
model is relevant to nickelates (M ¼ 2), ruthenates
(M ¼ 3), and iron-based superconductors (M ¼ 5). We
take the following form for the local Hamiltonian ofM ¼ 2
and 3 models:

Hloc ¼ U
X

m

nm↑nm↓ þ
Xm<m0

mm0;σσ0
ðU0 − Jδσσ0 Þnmσnm0σ0

þ J
Xm≠m0

mm0
ðd†m↑d

†
m0↓dm↓dm0↑ þ d†m↑d

†
m↓dm0↓dm0↑Þ

− μ
X

m;σ

nmσ; ð1Þ

PHYSICAL REVIEW LETTERS 126, 206401 (2021)

0031-9007=21=126(20)=206401(7) 206401-1 © 2021 American Physical Society

https://orcid.org/0000-0002-5551-4223
https://orcid.org/0000-0002-9109-7631
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.126.206401&domain=pdf&date_stamp=2021-05-17
https://doi.org/10.1103/PhysRevLett.126.206401
https://doi.org/10.1103/PhysRevLett.126.206401
https://doi.org/10.1103/PhysRevLett.126.206401
https://doi.org/10.1103/PhysRevLett.126.206401


where d†mσ (dmσ) is the electron creation (annihilation)
operator with orbital index m ¼ 1;…;M and spin index
σ ¼ ↑;↓. nmσ ¼ d†mσdmσ is the number operator. μ is the
chemical potential to obey average electron filling of nd ¼
M þ 1 per site.U (U0) is intraorbital (interorbital) Coulomb
energy cost. We set U0 ¼ U − 2J assuming cubic sym-
metry. For the M ¼ 5 case, the above Kanamori-type two-
body terms are far from reality, and thus a well-suited
strategy, e.g., Slater parametrization, is required. One
possible way is to introduce the relative strength of
anisotropic interaction (1=γ where γ > 0) and reparame-
trize Slater integrals in terms of it [73]. In this way, 1=γ ¼ 0
limit corresponds to Eq. (1) even for M ¼ 5 (see
Supplemental Material [74], which includes Refs. [75,76]).
The ground state configurations of atomic limit at

vanishing temperature (T ¼ 0) are presented in Fig. 1.
Here we use notation cdn to denote the ratio (c) of sites
having n-electron occupation in the configuration. The
homogeneous phases (dnd ) occupy the small J=U regions
relevant to most of real materials.
For large J=U, on the other hand, the mixed valence

phases emerge. For all the cases with Kanamori interaction
(1=γ ¼ 0 for M ¼ 5), the transition occurs from a homo-
geneous to a mixed valence state when J=U > 1=3, i.e.,
U − 3J < 0. Only the M ¼ 2 case shows VS transition
[dN → ðdðNþ1Þ þ dðN−1ÞÞ=2] under this form of interaction.
This VS phenomenon is the direct manifestation of the
negative Ueff : Ueff ≡ ENþ1 þ EN−1 − 2EN < 0, where EN
is the energy of the lowest-lying N-electron state [77–79].
The 1=γ ≠ 0 case of M ¼ 5 also leads to VS, albeit an
extreme form of mixed valence preempts the region of
J=U > 1=ð3þ 2=γÞ masking the VS phase (see the right-
most panel in Fig. 1 or see Ref. [73] for theM ¼ 5 case). To
summarize, we identify M ¼ 2 case as the minimal model
for J-driven VS phenomenon.
With insight obtained above, we now turn to the actual

lattice problem with nonzero hopping. In order to focus
on generic features rather than material specific ones,
we consider the infinite-dimensional Bethe lattice of

semicircular density of states with half-bandwidth
D ¼ 1. D is hereafter used as the unit of energy. We solve
theM ¼ 2 case with nd ¼ 3 (particle-hole symmetric about
N ¼ 2). The interaction form of Eq. (1) is used for
nonhybridized degenerate two orbitals. The model is solved
within the dynamical mean-field theory (DMFT) [80]
employing COMCTQMC implementation [81] of the hybridi-
zation-expansion continuous-time quantum Monte Carlo
algorithm [82] as an impurity solver. Unless otherwise
specified, T ¼ 0.01. We restrict ourselves to paramagnetic
solutions without spatial symmetry breaking.
The central physical quantity of the present study is the

onset temperatures of screening of spin and orbital
degrees of freedom. These two temperatures, Tonset

spin and
Tonset
orb , are defined as the temperature below which the

Curie law of the unscreened local spin and orbital
moments starts to become violated and screening sets
in [12]. A hallmark of strong Hundness is the separation of
these two temperatures: Tonset

orb ≫ Tonset
spin yielding a range of

temperature in which the unscreened local spin moment
coexists with the screened orbital degrees of freedom [7–
13,83]. We will measure the separation of two Tonset as
ΔTonset ≡ Tonset

orb − Tonset
spin . To locate the onset temperatures,

we first evaluate the local spin and orbital susceptibilities:
χs=o ¼

R 1=T
0 dτðhOs=oðτÞOs=oi − hOs=oi2Þ, where OsðτÞ ¼P

m nm↑ðτÞ − nm↓ðτÞ for spin and OoðτÞ ¼
P

σ n1σðτÞ −
n2σðτÞ for orbital (τ ¼ imaginary time) up to T ¼ 1, and
then fit high-T data to the following formula:
χs=o ∝ 1=ðT þ Tonset

spin=orbÞ.
Figure 2(a) presents our calculated ΔTonset as a function

of Ueff . Most interestingly, we found a generic scaling
relation between ΔTonset and Ueff . Note also that
Tonset
orb =Tonset

spin clearly shows the same trend as shown in
the inset of Fig. 2(a). This implies that Ueff (Ueff ¼ U − 3J
for our case) is the crucial factor, rather than U or J alone,
for the separation of two onset temperatures. This result is
consistent with the recent comparative study of real
materials [12] and demonstrates the generality holding
for a wide range of U and J=U in the two-orbital model.
By looking at Fig. 2(a), one can first notice the presence

of two distinctive types of insulators, namely the Mott and
valence-skipping insulators at large positive and negative
values of Ueff , respectively. The former is the result of
suppressed charge fluctuations localizing electron motions,
thereby maximizing the probability of jN ¼ nd ¼ 3;
S ¼ 1=2i multiplets (N ¼ charge, S ¼ spin). By contrast,
the latter form of insulator exhibits the predominance of
two multiplets, j2; 1i and j4; 0i, with largely suppressed
j3; 1=2i probability because Ueff < 0 [74]. The presence of
these two phases is reminiscent of the atomic limit result
(see Fig. 1).
Interestingly, we identify distinctive regimes within the

metallic phase intervening between the two insulators.
When U ≫ J, a metal with ΔTonset ≃ 0 is found to appear

2-orb.
3-elec.

3-orb.
4-elec.

5-orb.
6-elec.

FIG. 1. Atomic limit phase diagrams at T ¼ 0, U > 0, and
J=U ≥ 0 for three different models (M ¼ 2, 3, and 5 systems)
with nd ¼ M þ 1. The lowest-energy configurations are indi-
cated at each region. The VS phase is highlighted in the sky blue
region.
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near a Mott insulator where Mottness dominates over
Hundness [see Fig. 2(a)]. To gain some understanding of
this behavior, we resort to a low-energy Kondo model by
performing a Schrieffer-Wolff transformation of relevant
impurity Hamiltonian [85]. The resulting Kondo coupl-
ing constants (J i) when U > J read J i

U;J ≃ J i
U;J¼0 þ

OðJ=U2Þ þOðJ2=U3Þ þ � � � because J i
U;J ∼ V2=ΔE.

Here, V is the bath-impurity hybridization strength and
ΔE is the charge excitation energy from N ¼ nd to N ¼
nd � 1 subspaces. In the regime of U ≫ J, J i

U;J ≃ J i
U;J¼0

by which the system approximates to a SU(4) model having
J spin ¼ J orb. In this case, the relation J spin ¼ J orb also
holds under renormalization group flow [10,86]; thereby
the Kondo screening of spin and orbital occur simulta-
neously. In this respect, we identify a regime of strong
Mottness (U ≫ J) with ΔTonset ≃ 0. Following the termi-
nology of Refs. [12,13], we call the metallic regime of
ΔTonset ≃ 0 a Mott metal [see Fig. 2(a)].

On the contrary, there exist metals with a finite
ΔTonset. Near the VS insulator, whereUeff < 0, a correlated
metal emerges exhibiting a tendency of valence skipping,
which we call a VS metal [Fig. 2(a)]. In order to
characterize this metal, we examine the sign of Cinter
(Cintra=inter ¼ hδnmδnm0 i where δnm ¼ P

σ nmσ − hPσ nmσi
and m ≠ m0 for Cinter, while m ¼ m0 for Cintra). As VS
metal emerges when Ueff < 0, multiplets in N ¼ 2 and
N ¼ 4 charge subspaces are lower in energy than those of
N ¼ 3. Thus, either electrons or holes try to occupy both
orbitals, yielding Cinter > 0 in contrast to the case of metals
belonging to Ueff > 0 [compare Fig. 2(d) with Figs. 2(b)
and 2(c)]. Because of this negativity of Ueff , the VS region
is highly susceptible to the formation of charge dispro-
portionation [15,73] or superconductivity [6,87], thereby
being detectable when accompanied by such orders.
We now turn to the metallic region where Ueff > 0 with

ΔTonset > 0, which is of particular interest to us due to the
potential presence of Hund metallicity. Although strong
Hundness is argued to be manifested by ΔTonset > 0 [12],
the presence of Hund metal regime in our two-orbital
model has yet to be established. The emergence of Hund
metallicity has been attributed to the two-faced effect of J
dubbed the “Janus effect” suppressing the quasiparticle
weight Z [88] on one hand, while enhancing Uc (Uc ¼ the
critical value ofU for the Mott transition) on the other hand
[4]. Thereby it reflects the stronger correlation (i.e., reduced
Z) induced by J rather than the proximity to a Mott
insulator. This effect has been clearly seen in systems with
nd ¼ M � 1 among M ≥ 3 orbitals in which the atomic
ground state degeneracy is lifted by J [1,4]. On the
contrary, our two-orbital system with nd ¼ M þ 1 ¼ 3
hosts a single hole, whereby it has been a conventional
wisdom that the Janus effect is absent in two-orbital
models.
Here we argue that, albeit weak, the Janus effect can be

identified even in the two-orbital case. We first note that the
conventional way of capturing this effect is to plot the
evolution of Z as a function of U, and then to examine
whether the suppression of Z and enhancement of Uc
simultaneously occur at a fixed U as J is increased, i.e.,
examining whether ð∂Z=∂JÞU < 0 and dUcðJÞ=dJ > 0.
In this strategy, however, the interorbital Coulomb energy
cost, U0 ¼ U − 2J, is not fixed as J is varied. Thus,
the genuine effect of tuning J is partly masked by the
reduced U0.
To circumvent the above difficulty, we propose an

alternative “gauge” of measuring the Janus effect: examin-
ing the sign of ð∂Z=∂JÞUav

, whereUav ≡ 1=M2
P

mm0 Umm0

(Umm0 ¼ elements of Coulomb interaction tensor; see
Supplemental Material [74]). The rationale behind this
proposal is that one should count not only the intraorbital
(m ¼ m0), but also the interorbital (m ≠ m0) Coulomb
energy cost, which may vary with J. For the current
M ¼ 2 case, Uav ¼ U − J. It is worth noting that within
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FIG. 2. (a) ΔTonset as a function of Ueff obtained from 2 ≤
U=D ≤ 8 and 0 ≤ J=U ≤ 0.5. The red dotted line indicates the
approximate value of Ueff below which ΔTonset > 0. The black
dotted line denotes Ueff ¼ 0. We used T ¼ 0.05 to stabilize the
VS insulator phase [84]. The diamond symbols denote the region
in which Tonset

orb > 1. Inset: Tonset
orb =Tonset

spin as a function of Ueff . (b)–
(d) Cintra (green square) and Cinter (magenta circle) at U ¼ 4 for
(b) Mott metal (J=U ¼ 0.15; Ueff ¼ 2.2), (c) WH metal
(J=U ¼ 0.3; Ueff ¼ 0.4), and (d) VS metal (J=U ¼ 0.37;
Ueff ¼ −0.44). (e)–(f) χs=o, Γ=T, and Cs=oðβ=2Þ=T plotted as a
function of T at U ¼ 4 for (e) Mott metal (J=U ¼ 0.15;
Ueff ¼ 2.2) and (f) WH metal (J=U ¼ 0.3; Ueff ¼ 0.4).
Tpeak
spin=orb are marked with magenta (spin) and green (orbital)

arrows. The gray dashed lines are guides to the eye to indicate
quasilinearity of Γ=T (i.e., Γ ∼ T2).

PHYSICAL REVIEW LETTERS 126, 206401 (2021)

206401-3



the Slater parametrization for M ¼ 5, Uav ¼ F0 (F0 ¼ the
zeroth-order Slater integral, which is the monopole term of
Coulomb interaction). We also point out that this kind of
viewpoint is implicitly embodied in some ab initio studies
(e.g., Refs. [2,67]) by the use of Slater parametrization of
the Coulomb interaction with F0 remaining unchanged
while varying J in searching for the Hund physics. With
this idea in mind, we plot Z vs Uav in Fig. 3(a). One can
now clearly capture the Janus effect; namely,
ð∂Z=∂JÞUav

< 0 and dUcðJÞ=dJ > 0. We suspect that this
reduction of Z by J is attributed to the lifted degeneracy
in N ¼ 2 (half-filling) charge subspace. In this subspace, J
elevates the energy of j2; 0i states and lowers that of j2; 1i.
The enhanced fluctuation between j2; 1i and j3; 1=2i
suppresses Fermi liquid coherence as in the case of M ≥
3models with nd ¼ M � 1 [3,8–10]. In the meanwhile, the
atomic state of nd subspace (N ¼ 3) is not affected by J
since it plays no role when a single electron or hole is
occupied. As a result, overall influence of J is weaker than
the M ≥ 3 cases. In this sense, we call our metallic regime
satisfying ð∂Z=∂JÞUav

< 0 [or ð∂Z=∂JÞU < 0] and
dUcðJÞ=dJ > 0 a “weak” Hund metal [Fig. 3(b)].
As a central result of our Letter, we present the phase

diagram exhibiting different metallic regimes; see Fig. 3(b).
In Fig. 3(c), we also summarize characteristic features of

these correlated metals. The green dotted line in Fig. 3(b)
denotes J=U above which the Janus effect exists. Hence we
now further classify the region of Ueff > 0 and ΔTonset > 0
into two: WH metal exhibiting the Janus effect and
intermediate metal, which emerges in an intermediate
region between the WH and Mott metals. In the inter-
mediate metal, J alleviates the correlation strength,
i.e., ð∂Z=∂JÞUav

> 0, although spin-orbital separation
(ΔTonset > 0) occurs.
A notable feature of this phase diagram is that near the

J=U ¼ 1=3 line, which is the boundary between WH and
VS metals, the quasiparticle survives up to an arbitrarily
large U. Indeed, ð∂Z=∂UavÞJ=U¼1=3 → 0, while Z remains
small but finite as Uav is increased [Fig. 3(a)]. This is
because the lowest-energy atomic multiplets in N ¼ nd and
N ¼ nd � 1 subspaces are degenerate or sufficiently close
in energy around this line, resulting in Ueff ¼ U − 3J ≃ 0.
As a result, hopping processes become feasible, which
otherwise should be blocked due to a large Coulomb
energy cost [14].
Having established an overall picture, we now further

examine the spin-orbital separation via long-time spin and
orbital correlators at τ ¼ β=2 (β ¼ 1=T): Cs=oðβ=2Þ ¼
hOs=oðβ=2ÞOs=oi − hOs=oi2 in Figs. 2(e) and 2(f). At
sufficiently low temperatures, Cs=oðβ=2Þ scales as
Cs=oðβ=2Þ ∼ fT=½sinðπ=2Þ�gα with α ¼ 2 in a Fermi liquid,
while α ¼ 1 in the crossover between local moment and the
Fermi liquid [5,89]. In the unscreened local moment
regime, Cs=oðβ=2Þ is basically T independent and χs=o ≃
Cs=oðβ=2Þ=T [Figs. 2(e) and 2(f)]. In light of this obser-
vation, we investigate Cs=oðβ=2Þ=T for an extended range
of T. These quantities should be T linear in the Fermi
liquid, whereas scale as 1=T in the local moment regime.
As a consequence, a narrow region of crossover between
these two emerges, forming a hump of Cs=oðβ=2Þ=T.
Temperatures at which peaks of Cs=oðβ=2Þ=T appear

(Tpeak
spin=orb) are marked with arrows in Figs. 2(e) and 2(f).

One can clearly notice that the Tpeak
spin coincides with Tpeak

orb in
the Mott metal, whereas two crossover temperatures
become separated in the metals with finite ΔTonset, such
as WH metal. Furthermore, below Tpeak

spin , the quasiparticle
scattering rate Γ ¼ −ZIm½ΣðiωÞ�jω→0 roughly follows the
Fermi-liquid behavior (Γ ∝ T2). This result is consistent
with the observation that Csðβ=2Þ=T is sublinear in T
when T < Tpeak

spin .
While we mainly focus on the generic features of Mott

and Hund physics, its relevance to RE1−δSrδNiO2 is of
particular interest. Our two orbitals can be regarded as
Ni-dx2−y2 and another Ni-d orbital. Ab initio estimate of
Coulomb interaction for a Ni-eg model reads U=D ≃ 1.7
and J=U ≃ 0.2 [40], which falls into the WH metal region
[Fig. 3(b)]. However, Δ, the on-site energy level splitting
between two orbitals, and its competition with J should
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FIG. 3. (a) Z as a function of Uavð¼ U − JÞ for several
J=U½¼ ðJ=UavÞ=ð1þ J=UavÞ�. (b) Phase diagram with color
scheme representing Z. The red and black dotted lines indicate
the same as in Fig. 2(a). The green dotted line is an estimated
boundary of J=U above which the Janus effect emerges:
ð∂Z=∂JÞUav

< 0, while dUcðJÞ=dJ > 0. Green diamonds are
actual crossing points where ð∂Z=∂JÞUav

¼ 0, whereas blue ones
are ð∂Z=∂JÞU ¼ 0 plotted for comparison. A set of U and J=U
values belonging to the sameUav are connected with a white solid
line. (c) Characteristic features of different correlated metals.
Here, þ=− denote the sign of the corresponding quantity.
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also be taken into account. If Δ dominates over J, singlet
j2; 0iwould be favored over triplet j2; 1i, hampering strong
Hund physics. In the presence ofΔ, eigenvalues of the local
Hamiltonian are Ej2;0i ¼ U − Δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ Δ2

p
− 2μ and

Ej2;1i ¼ U − 3J − Δ − 2μ for j2; 0i and j2; 1i, respectively
[74]. Hence, the criterion for predominance of j2; 1i over
j2; 0i (i.e., Ej2;1i < Ej2;0i) is J=Δ >

ffiffiffi
2

p
=4 ≃ 0.354.

However, the estimated value J=Δ ≃ 0.3 for
Nd0.8Sr0.2NiO2 between two Ni-eg [40,65] is slightly
smaller than the “bare” critical value J=Δ ≃ 0.354. In this
respect, nickelates may belong to the competing region
where large J=U favors Hund metallicity, while J=Δ,
which is slightly smaller than its threshold value, refrains
from forming high spin in the two-hole atomic state (see
Supplemental Material for related DMFT results [74]).
Thus, the metallic nature of doped nickelates are sensitive
to the small changes in J=Δ. Interestingly, indeed, a recent
full-band ab initio study reports higher weight of j2; 1i than
j2; 0i [68], indicating the effective enhancement of J=Δ.
Further studies are highly desirable to confirm our picture.
To conclude, we have identified distinctive correlated

metal regimes emerging out of the two-orbital Hubbard
model at quarter filling. This simple model is revealed to
be differentiated from three- as well as five-orbital models in
their Hund metal active fillings, showing the transition to the
VS phases. We found a generic scaling relation between the
degree of spin-orbital separation (ΔTonset) and Ueff and
established a weak Hund metal behavior in which J enhances
the correlation strength. We also discussed the implications of
our two-orbital picture for the nature of the metallic state of
RE1−δSrδNiO2. We also remark that, in this multiorbital
viewpoint on nickelates, the role of nonlocal correlations and
interactions and the emergence of symmetry-broken phases
[6,15,27,28,90–93] are intriguing open problems. In addition
to RE1−δSrδNiO2, the low-energy physics of RNiO3

(R ¼ rare-Earth elements) is reported to be well described
by Ni-eg bands [94,95]. Thus, a series of analyses presented
in this study should also provide useful insights to these
compounds.
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