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We integrate density functional theory (DFT) into quantitative convergent-beam electron diffraction
(QCBED) to create a synergy between experiment and theory called QCBED-DFT. This synergy resides
entirely in the electron density which, in real materials, gives rise to the experimental CBED patterns used
by QCBED-DFT to refine DFT model parameters. We use it to measure the Hubbard energy U for two
strongly correlated electron systems, NiO and CeB6 (U ¼ 7.4� 0.6 eV for d orbitals in NiO and U ¼
3.0� 0.6 eV for f orbitals in CeB6), and the boron position parameter x for CeB6 (x ¼ 0.1992� 0.0003).
In verifying our measurements, we demonstrate an accuracy test for any modeled electron density.
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Density functional theory (DFT) is ubiquitous in materials
science because it models electron densities and all resultant
materials properties with useful accuracy at reasonable
computational cost. The theory is exact—the exact func-
tional of the exact density will give the exact energy of the
system [1–4]; however, the exact functional is undefined.
Approximating it with functionals parametrized to reproduce
energies of well-characterized systems has raised concerns
that DFT “is straying from the path toward the exact
functional” [3,4] because reproducing the correct energies
does not imply reproduction of the true electron density
[1–4].
Quantitative convergent-beam electron diffraction

(QCBED) is an experimental pattern-matching technique,
unsurpassed in accuracy and precision when measuring
electron densities [5–53]. We have integrated DFT into
QCBED to fit experimental CBED patterns from the actual
electron density in real materials, with simulated CBED
patterns calculated from DFT-modeled electron densities.
Our method, QCBED-DFT, refines DFT model parameters
without comparing energies or properties at all, confining
the refinements to electron densities alone.
The electron density ρðrÞ is the dominant determinant of

materials properties and, if accurately known by other
means, can provide a three-dimensional constraint for DFT,
as emphasized by Kohn [1]. In this spirit, frozen-density
embedding theory uses x-ray diffraction to constrain the
Hohenberg-Kohn functional [54]. Analogs in many-body
wave function methods have given rise to the field of

x-ray-constrained wave functions [53,55–60]. In both
cases, the accuracy of the x-ray diffraction data is critical.
Extinction [61] in x-ray diffraction can be a problematic

error resulting from multiple scattering in the context of a
kinematic scattering analysis. In contrast, QCBED employs
a full dynamical scattering treatment, owing to the very
strong dynamical scattering of electrons by matter. The latter
gives rise to the very detailed intensity distributions
in CBED patterns (see Figs. 1 and 2 and Supplemental
Material, Tables S4 and S8 [62]) that QCBED typically
matches at the rate of ∼103 independent intensities per
reflection. This leads to parameter oversampling by approx-
imately 3 orders of magnitude. Furthermore, the routine
subnanometer spatial selectivity in transmission electron
microscopy means that very small volumes of perfect crystal
(∼109 times smaller than in x-ray diffraction) can be selected
for CBED pattern acquisition. These factors contribute to the
very high precision and accuracy in electron density mea-
surements for which QCBED is renowned [5–53].
In QCBED, an experimental point spread function

(PSF)-corrected [82] CBED pattern is fitted with a theo-
retically calculated one by refining the parameters to
which the diffracted intensities are most sensitive.
Recent methods incorporate angular differentiation to
remove most of the inelastic signal that impedes matching
with an elastic electron scattering theory [42–44,51,53]. In
Figs. 1 and 2, where the differences between conventional
QCBED (CQCBED) and QCBED-DFT are illustrated,
the experimental data are labeled I0expt and the refined
calculated intensities are marked I0calc.
The crystal potential VðrÞ is essential to the calculation

of CBED patterns and its Fourier coefficients (structure
factors) Vhkl are exactly interconvertible with those of ρðrÞ,
i.e., Fhkl, by the Mott-Bethe formula [83,84]. In CQCBED,
an independent atom model (IAM), which ignores inter-
atomic bonding, is used and the refined parameters include
the bonding-affected Vhkl.
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The differences between the CQCBED-measured struc-
ture factors and their IAM counterparts constitute a set of
difference structure factors that quantify the bonding
potential ΔVðrÞ (Fig. 1). This is accurate only if (i) all
bonding-affected structure factors have been refined, and
(ii) the IAM represents isolated atoms accurately.

By replacing the IAMwith DFT, QCBED-DFT treats the
material as an ensemble of bonded atoms, not independent
ones. Instead of refining small subsets of structure factors,
QCBED-DFT refines DFT model parameters, altering the
simulated electron density in real space and therefore
changing all structure factors used to calculate CBED

FIG. 1. Conventional QCBED (CQCBED). A few parameters are adjusted to fit a calculated CBED pattern to an experimental one,
including the structure factors Vh, to which the intensities are most sensitive. These form a very small subset of all structure factors Vg,
required for a full dynamical electron scattering calculation. The unrefined remainder Vm are obtained from an IAM, i.e., VIAM

m . As the
refinement progresses, the modified structure factors that start with IAM values VIAM

h take on new values VCQCBED
h . The bonding

potential is the difference between the CQCBED-refined and IAM potentials and is equivalent to computing the Fourier sum using the
difference structure factors ΔVh. Here, the bonding potential in aluminum from [43] has been used as an example of CQCBED.

FIG. 2. QCBED-DFT. The DFT model parameters are refined which, when adjusted, change the simulated electron density in real
space, thereby changing all structure factors VDFT

g of the crystal potential returned to the electron scattering calculations. By optimizing
the fit between the calculated and experimental CBED patterns, the DFT model parameters are refined (see Supplemental Material [62]
for details). The present example involves antiferromagnetic NiO—a subject of this Letter.
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patterns (Fig. 2). At present, QCBED-DFT uses Bloch
wave code [9,85] for the CBED intensity calculations and
calls WIEN2K [86] for the DFT-calculated crystal potential
as input (see Supplemental Material [62] for details).
Instead of testing density functionals by comparing

system energies and materials properties, QCBED-DFT
interrogates ρðrÞ directly because the experimental CBED
patterns being matched are a direct consequence of VðrÞ,
and thus ρðrÞ, in the actual material.
While QCBED experimentally constrains DFT param-

eters, the VðrÞ calculated by DFT at each iteration of
QCBED-DFT represents the material better than an IAM
[87], increasing the accuracy of QCBED. Furthermore,
DFT provides the theoretical framework for translating the
QCBED-DFT-optimized electron density into a large suite
of materials properties, assuming that the functional and
calculation protocols are sufficiently accurate for the
material being modeled [2,53,86,88–90].
Strongly correlated electron systems have challenged

DFT [2,88,91], and one way of dealing with electron
correlations has been to add the Hubbard energy parameter
U into the exchange-correlation functional [2,88,91]. In our
investigations of NiO and CeB6, we used the Perdew-
Burke-Ernzerhof (PBE) generalized gradient approxima-
tion (GGA) [86,92] in a GGAðPBEÞ þ U configuration and
we refined U. This was done within the augmented plane
wave plus local orbitals (APWþ lo) regime of WIEN2k
[86]. For CeB6, we also refined the positions of the boron
atoms because of significant discrepancies in the literature
[93–97]. All experimental details, DFT and QCBED set-
tings within QCBED-DFT, refinement outputs, materials
properties, and electronic structure morphologies are dis-
cussed in the Supplemental Material [62].
Figure 2 shows a typical example of a QCBED-DFT

refinement from the nine that were performed for NiO (see
Tables S1–S4 in [62]). All of them involved the refinement
of only eight parameters, including the Hubbard energy U,

to fit 3026 independent intensities per pattern. The nine
CBED patterns came from regions of different specimen
thickness ranging from 1288 to 2001 Å (see Tables S1–S3
in [62]) and were collected with 202.7� 0.2 keV electrons
incident near h011i. We report a value ofU ¼ 7.4� 0.6 eV
for d orbitals in NiO from our QCBED-DFT refinements,
with a Hund exchange parameter of J ¼ 0.95 eV
[24,91,98]. This result is within the range of U ¼
4.6–8.0 eV reported previously [91,98–105].
Figure 3 presents the QCBED-DFT-optimized electronic

structure of NiO at T ¼ 0 K. Figures 3(a)–3(c) show that the
valence and bonding electron densities, ρvalðrÞ [Fig. 3(a)]
and ΔρðrÞ [Fig. 3(b)], respectively, are insensitive to the
opposed magnetic moments of nearest-neighbor nickel
atoms, while the electron spin density sðrÞ [Fig. 3(c)]
distinguishes them very clearly, as expected.
While CQCBED can determine ΔρðrÞ accurately (given

an accurate IAM), the determination of ρvalðrÞ would
require an accurate independent ion model. WIEN2k uses
the muffin-tin model, providing separate access to ρvalðrÞ
by virtue of this formalism [86]. On its own, CQCBED
cannot determine sðrÞ because CBED is insensitive to
electron spin. Revealing ρvalðrÞ and sðrÞ is a benefit of the
theoretical framework provided by DFT in the context of
the electron density born out of that same formalism.
However, in contrast to stand-alone DFT, the electron
density in the present case has been refined against
experimental CBED patterns, which are a direct conse-
quence of the actual ρðrÞ in the real material.
For CeB6, in addition to refining U, we also refined the

boron position parameter x [Figs. 4(a) and 4(b) and
Supplemental Material, Fig. S5a [62] ] because of
significant discrepancies in previously reported values,
i.e., x ¼ 0.200� 0.002 [93–97] (see Table S5 in [62]).
We analyzed 14 CBED patterns with QCBED-DFT,

seven collected with 121.3� 0.2 keV electrons incident
near h001i and seven collected with 202.7� 0.2 keV

FIG. 3. The electronic structure of NiO determined by QCBED-DFT with U ¼ 7.4 eV and J ¼ 0.95 eV for d orbitals [24,91,98] at
T ¼ 0 K. The valence electron density ρvalðrÞ is mapped in the (020) plane with a contour interval of 0.1 e− Å−3 (a). Nearest-neighbor
nickel atoms (gray) have opposite spins indicated by the black and green arrows parallel and antiparallel to [112]. The bonding and
electron spin densities, (b) ΔρðrÞ and (c) sðrÞ, respectively, are plotted for the same region as (a) ρvalðrÞ, but with a contour interval of
0.05 e− Å−3 and the zero contour thickened.
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electrons incident near h011i. All patterns came from
regions of different specimen thickness ranging from
1186 to 1719 Å (see Tables S6 and S7 in the
Supplemental Material [62]). This experimental variety
tests the precision of the results more robustly than repeated
measurements under the same conditions.
Our refinements of x and U involved two stages with

only one parameter refined during each stage in order to
assess and mitigate parameter correlations.
In stage one, all 14 CBED patterns were matched by

refining only x, while U was fixed at values from 1 to 6 eV
in increments of 1 eV. The mean x obtained from the seven
refinements near each zone axis, x̄huvwi, is plotted for each
fixed value of U, for each of h001i and h011i, in Fig. 4(c).
The independence of x from U is evident in all refinements
using CBED patterns near h001i, while they appear to be
linearly correlated in the refinements using near h011i data.

This is probably due to the manifestation of x in two
noncollinear directions perpendicular to h001i [Fig. 4(a)] as
opposed to just one such appearance perpendicular to h011i
[Fig. 4(b)]. Furthermore, all boron atom columns in h001i
projections are well separated from cerium columns, while
this is not the case for h011i. As a first estimate of x, we
used only the results from the h001i data, averaging over
x̄h001i for all fixed values of U to get x̄h001i ¼ 0.19922.
Stage two involved fixing x ¼ 0.19922 and refining U

using all 14 CBED patterns. The results are summarized in
Fig. 4(d) and suggest that U ¼ 3 eV. We then repeated the
refinements of U with x fixed at x̄h001iðU¼3 eVÞ, i.e.,
x ¼ 0.19925. The results of this final set of refinements
are summarized in Fig. 4(e) and are not significantly
different to the preceding results in Fig. 4(d).
We conclude that x ¼ x̄h001iðU¼3 eVÞ ¼ 0.1992� 0.0003

and U ¼ 3.0� 0.6 eV for f orbitals in CeB6. This is in
agreement with Sato (x ¼ 0.19923� 0.000 06) [93],
Blomberg et al. (x ¼ 0.1992� 0.0001) [95], and
Streltsov et al. (x ¼ 0.1995� 0.0003) [96] for x, while
our refined value of U agrees with Barman et al. [106]. The
resulting ΔρðrÞ is examined in detail in [62] (Fig. S5 and
surrounding discussion [62]).
Quantum crystallography [53] is always in pursuit of

more accurate electron densities, raising the question of
how can one test the accuracy of a modeled ρðrÞ? The
answer is in the form of CQCBED (Fig. 1).
In CQCBED, discrepancies between the modeled ρðrÞ

and the actual ρðrÞ, from which the experimental CBED
patterns arise, will cause individual structure factors to
change from the modeled values in order to minimize the
pattern mismatch. This is how CQCBED with an IAM has
been applied to date—to measure changes in structure
factors from IAM values due to bonding (Fig. 1) [5–53]. If
the IAM in CQCBED was replaced with the true ρðrÞ, then
the refinement of individual structure factors would result
in no changes from their modeled values. We used this
principle to test the accuracy of the QCBED-DFT-
determined ρðrÞ.
We performed two sets of CQCBED refinements for NiO

and CeB6. In the first set, we used the VðrÞ [and thus ρðrÞ]
resulting from our QCBED-DFT refinements, and we label
this CQCBED-DFT for the purposes of the present dis-
cussion. For comparison, we also performed a second set of
CQCBED refinements using the standard IAM [107–109]
for VðrÞ and thus ρðrÞ. We label this set of refinements
CQCBED-IAM. The individually refined structure factors
in CQCBED-DFT and CQCBED-IAM were not only those
to which the experimental CBED patterns were most
sensitive, but were also limited to those with low parameter
correlations.
Figure 5 (see also Table S11 in [62]) plots the CQCBED-

DFT- and CQCBED-IAM-refined electron density struc-
ture factors Fhkl converted from potential structure factors
Vhkl, using the Mott-Bethe formula [83,84] and normalized

FIG. 4. Determination of the atomic structure parameter x and
the Hubbard energyU for f orbitals in CeB6 using QCBED-DFT.
The boron atom positions are defined by x (a),(b). Sets of seven
CBED patterns from (a) near h001i and (b) h011i were matched
by fixing U and refining x. The mean values of x from each zone
axis, x̄huvwi, are graphed with their uncertainties (c) for each value
of U (see Tables S6 and S7 in [62]). Fixing x ¼ x̄h001i ¼ 0.19922
(the mean of x̄h001i over all values of U), U was then refined and
results for the h001i CBED data (Uh001i), the h011i data (Uh011i),
and all data combined (Ucombined) are reported (d). This was
repeated for x ¼ x̄h001iðU¼3 eVÞ ¼ 0.19925 (e).
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by their modeled counterparts at the temperatures of the
CBED experiments, T ¼ 110 and T ¼ 298 K for NiO and
CeB6, respectively. The horizontal lines at 1 on the ordinate
axes represent the QCBED-DFT-determined ρðrÞ (blue)
and IAM ρðrÞ (red). The large deviations of the IAM-
normalized, CQCBED-IAM-refined Fhkl from unity indi-
cate the relative magnitudes of bonding effects on each of
the structure factors. In contrast, the QCBED-DFT-nor-
malized, CQCBED-DFT-refined Fhkl for both NiO and
CeB6 have not departed from the QCBED-DFT-modeled
ρðrÞ. This is evidence that, at least for NiO and CeB6,
GGAðPBEÞ þU [U ¼ 7.4� 0.6 eV and J ¼ 0.95 eV for
d orbitals in NiO; U ¼ 3.0� 0.6 eV and J ¼ 0 eV for f
orbitals in CeB6] generates electron densities that are as
close to reality in these materials as may be determined
from experimental CBED patterns.
The uncertainties in the CQCBED-DFT-refined struc-

ture factors are consistently smaller than those of
CQCBED-IAM, with improvements in precision as much
as threefold in some cases (see Table S11 in the
Supplemental Material [62]). Replacing the IAM with a
more accurate DFT model is bound to improve the
accuracy of the electron scattering calculations within
QCBED, yielding more consistent matches of calculated

and experimental CBED patterns and, therefore, reduced
parameter uncertainties.
Assessing the accuracy of modeled electron densities and

refining DFT model parameters using QCBED-DFT, dem-
onstrated here, has a broader scope than the present focus on
GGAðPBEÞ þ U. Future work should aim to test other
functionals and contribute to the development of new ones.
Matching 3D electron densities is more constrained than
matching energies alone, making QCBED-DFTa potentially
useful method in the search for the exact density functional.
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