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We propose to simulate dynamical phases of a BCS superconductor using an ensemble of cold atoms
trapped in an optical cavity. Effective Cooper pairs are encoded via the internal states of the atoms,
and attractive interactions are realized via the exchange of virtual photons between atoms coupled to a
common cavity mode. Control of the interaction strength combined with a tunable dispersion relation of the
effective Cooper pairs allows exploration of the full dynamical phase diagram of the BCS model as a
function of system parameters and the prepared initial state. Our proposal paves the way for the study of
the nonequilibrium features of quantum magnetism and superconductivity by harnessing atom-light
interactions in cold atomic gases.
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Introduction.—The development of a generic framework
to understand the properties of nonequilibrium quantum
states is a long-standing challenge in modern physics.
Theoretical work [1–6] combined with technical advances
in the control and characterization of many-body physics
in cold atom experiments [7–15] has led to new develop-
ments in this direction, such as extending the concept of
phase transitions to nonequilibrium situations. Specifically,
dynamical phase transitions [1,16–20] have been intro-
duced to classify distinct regimes of dynamical behavior
that arise after a sudden quench of a control parameter in a
closed system. Dynamical phase transitions are character-
ized by the existence of a time-averaged order parameter
that demonstrates nonanalytic behavior at the boundary
between dynamical phases.
A long-standing example of such dynamical phases

are those predicted to emerge from quenches of BCS
superconductors, which have been theoretically investi-
gated in both the condensed matter [21–30] and high
energy communities [31]. However, experimental progress
toward observing these phases has been limited so far to
transient dynamics on rapid timescales in terahertz pump-
probe experiments [32,33]. Recent proposals to enhance
pairing by coupling materials to cavities and adjustable
external laser driving might facilitate probing the predicted
BCS phases in solid state systems [34].
Here, motivated by developments studying dynamical

phase transitions in state-of-the-art quantum simulators, we
present a proposal to emulate the nonequilibrium dynamics
of the BCS model of superconductivity with cavity-QED
[9,13,35–38]. Our scheme leverages the tunability and

control available in this platform to map out the dynamical
phase diagram over a broad range of system parameters
and initial states, demonstrating the power of cavity-QED
systems as quantum simulators of superconductivity and
quantum magnetism [39–42].
BCS model and dynamical phases.—The BCS model of

superconductivity for s-wave interacting fermions is char-
acterized by the Hamiltonian [43]

Ĥ ¼ −χ
X
k;k0

ĉ†k;↑ĉ
†
−k;↓ĉk0;↑ĉ−k0;↓ þ

X
k;σ

εkĉ
†
k;σ ĉk;σ: ð1Þ

Here, ĉ†k;σ (ĉk;σ) creates (annihilates) a fermion of
momentum k and spin σ ¼ ↑;↓. The first term describes
attractive s-wave interactions χ ≥ 0 that lead to the
formation of Cooper pairs. The single-particle dispersion
is εk ¼ k2=ð2mÞ − μ with μ the chemical potential
and m the particle mass. Throughout the manuscript,
we set ℏ ¼ 1.
This “reduced” BCS model assumes that only Cooper

pairs are created and destroyed with zero center-of-mass
momentum and neglects pair-breaking processes, so the
low-energy physics can be described using only the
presence or absence of Cooper pairs at each momentum
mode. The physics of the model is further simplified by
introducing the Anderson pseudospin-1=2 operators

σ̂−k ¼ ĉk;↑ĉ−k;↓; σ̂zk ¼ ĉ†k;↑ĉk;↑ þ ĉ†−k;↓ĉ−k;↓ − 1: ð2Þ
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The two eigenstates of σ̂zk encode the presence or absence
of a Cooper pair with momentum k, which are created
(annihilated) by σ̂þk (σ̂−k). Equation (1) then becomes

Ĥ ¼ −χ
X
k;k0

σ̂þk σ̂
−
k0 þ

X
k

εkσ̂
z
k ¼ −χŜþŜ− þ

X
k

εkσ̂
z
k;

ð3Þ

where Ŝ� ¼ P
k σ̂

�
k are collective spin operators.

The ground state jψigs of Eq. (3) within BCS theory is
characterized by the expectations [26]

hσ̂þk igs ¼
1

2

Δgsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2

gs þ ε2k

q ; hσ̂zkigs ¼
εkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δ2
gs þ ε2k

q ; ð4Þ

as shown schematically on the Bloch sphere in Fig. 1(b).
Here, the BCS pairing gap Δgs ≡ χhŜ−igs is defined self-
consistently.
Prior studies in superconductors and fermionic super-

fluids [26,27,44] have used the BCS Hamiltonian, Eq. (3),
to describe the gap dynamics after a quench of the pairing
gap from the ground-state value Δgs to a final value Δf

[26,27]. Equation (3) is expected to provide a valid treat-
ment of the gap dynamics on timescales for which pair-
breaking processes can be neglected, provided the quench
is done faster than the inverse of the quasiparticle gap.
In the mean-field (classical) limit, the dynamics falls into

three distinct dynamical phases according to the behavior
of the magnitude of jΔðtÞj ¼ χjS−ðtÞj. Throughout, we

adopt the notation OðtÞ≡ hÔðtÞi when making a mean-
field approximation, i.e., hÔ1ðtÞÔ2ðtÞi ¼ hÔ1ðtÞihÔ2ðtÞi.
As t → ∞, the dynamics are Phase I, jΔðtÞj → 0; Phase II,
jΔðtÞj → const with transient oscillations that decay as
∝ t−1=2; or Phase III, jΔðtÞj, which features persistent
oscillations. Illustrations of jΔðtÞj in each phase are shown
in Fig. 1(a). We discuss below how these phases arise from
a competition between the interactions and the distribution
of single-particle splittings εk.
BCS physics in a cavity-QED simulator.—We propose to

explore the phase diagram of the BCS model by emulating
the Hamiltonian, Eq. (3), in a cavity. In our proposed
scheme, an ensemble of atoms is distributed in a standing
wave optical lattice supported by the cavity. Each atom,
which we index by the label j, encodes a spin-1=2 degree of
freedom in a pair of stable internal states, j↑ij and j↓ij,
which map to the presence or absence of a Cooper pair,
respectively. The use of the index j compared to the
momentum label k in a real BCS superconductor will
be shown to be irrelevant.
Spin-spin interactions ∝ ŜþŜ− are mediated by the

exchange of virtual photons between atoms via a single
common cavity mode (at frequency ωc) far-detuned from
the atomic resonance (at frequency ωa) [9,35,45,46]. These
photon-mediated interactions are analogous to the phonon-
mediated interactions in a BCS superconductor. Tunable
(inhomogeneous) single-particle energy shifts εjσ̂

z
j can be

realized via external fields that generate time-varying AC
Stark or Zeeman shifts of the internal atomic states.
An important ingredient for the observation of the

dynamical Phases I–III is the ability to prepare initial
states correlated with the distribution of splittings εj. For
example, in the BCS ground state [Eq. (4)], the sign of the
inversion hσ̂zki of the Anderson pseudospins correlates with
the sign of the single-particle dispersion εk. Motivated
by this case, we consider initial states where the atoms are
split into a pair of ensembles where the spin configuration
of the atoms in each ensemble is correlated with the sign of
the ensemble’s average splitting. Concretely, we consider
2N atoms divided into two equal ensembles and initialized
as a product of coherent spin states [47] lying on the
equatorial plane of the Bloch sphere separated by a relative
azimuthal opening angle Δϕ0: jψ0i ¼ jπ=2;Δϕ0=2iþ ⊗
jπ=2;−Δϕ0=2i− [see Fig. 1 and Fig. 2(a)] where the
subscript � denotes each ensemble. Here, jθ;ϕi≡
⊗
j
½cosðθ=2Þj↓ij þ eiϕ sinðθ=2Þj↑ij�where the product runs

over j ¼ 1;…; N or j ¼ N þ 1;…; 2N atoms, respectively,
for the � ensembles. Lastly, following the BCS ground
state, we assume a uniform distribution of splittings
εj ∈ ½�ϵ0=2 −W=4;�ϵ0=2þW=4�, where the sign of ϵ0
differs for each ensemble and is matched to the sign of
�Δϕ0=2. It is the mean �ϵ0=2 and characteristic width
W=2 rather than the precise distribution of εj (e.g., uniform

(a)

(c)

(b)

FIG. 1. (a) BCS dynamical phases illustrated by the pairing
amplitude jΔðtÞj. Characteristic t−1=2 decay of Phase II is
indicated by the faded line. (b) Example BCS ground state on
the Bloch sphere. The single-particle inversion hσ̂zki correlates
with the sign of the dispersion εk [Eq. (4)]. (c) BCS physics can
be simulated in a cavity by encoding a spin-1=2 into a pair of
internal atomic states with transition frequency ωa, which are
coupled to a single common cavity mode. The spin-1=2 atoms are
divided into two ensembles (shown as blue and red) featuring
mean energy splittings with opposite sign, �ϵ0=2.
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or normal) that are important to characterizing the physics
discussed below.
Preparation of the two ensembles and correlation with

�ϵ0 can be achieved by spatially selective energy shifts of
atoms in the cavity [45] [Fig. 1(c)] or by addressing
different internal levels [35,51] (see later discussion) [52].
Accessible dynamical phase diagram.—In Fig. 2, we

explore the accessible dynamical phases. Panel (b) shows
the dynamical phase diagram for mean splitting ϵ0=ðχNÞ ¼
0.1. The phase diagram is computed via a Lax analysis
[24,26,27], which is a method for integrable models such as
Eq. (3) to determine the frequency spectrum that rules the
dynamics of the order parameter. The spectrum is extracted
from the roots of L2ðuÞ, the squared norm of the Lax vector
LðuÞ, a polynomial defined in terms of a complex variable
u that encodes the conserved quantities of the model.
A spectrum with all real roots defines Phase I, with one pair
of complex roots Phase II and with two pairs of complex
roots Phase III. The asymptotic behavior of jΔðtÞj follows
from the nature of the roots of L2ðuÞ, which we compute
numerically [48].
Physically, the dynamical phases depend on the competi-

tion between single-particle dephasing generated by W and
ϵ0 and the spin-locking effect generated by the interactions
with strength set by χN [53–60]. The spin locking is induced
by the existence of a many-body gap that suppresses local
spin flips and favors spin alignment [35,36,61]. Such
behavior also resembles the synchronization observed in
arrays of coupled oscillators with dissipation [62,63]. Other
consequences associated with the many-body gap include
the stabilization of localization effects in fully connected
models under specific initial conditions [64,65].

For the small inhomogeneity W ≪ ϵ0; χN, we predict
Phase III dynamics independent of the opening angle Δϕ0.
Within each ensemble, a gap opens between the manifold
of collective states (this includes the initial fully polarized
states) and those that are spatially inhomogeneous, pre-
venting dephasing of the individual spins of each ensemble.
In addition, the interplay between the homogeneous single-
particle energy splitting �ϵ0 (that generates precession
of the ensembles in opposing directions about the z axis of
the Bloch sphere), and the collective interaction (that also
drives a rotation of each ensemble along a common self-
generated axis set by the total transverse magnetization
[35,51]), leads to persistent nonlinear oscillations in the
effective pairing amplitude jΔðtÞj ¼ jSþðtÞj [see also
Fig. 3(a)].
Phase II emerges for 2ϵ0 < W ≲ χN and opening angles

away from Δϕ ≈�π [48]. The transition from Phase III
to II is driven by the ensembles no longer having a well-
defined relative energy splitting correlated with their initial
orientation. Thus, in contrast to Phase III, spin locking of
the entire ensemble of 2N atoms determines the dynamics.
This means that, while the pairing amplitude jΔðtÞj remains
large, oscillations are transient and suppressed rather than
stabilized by the interactions.
Finally, Phase I emerges for W ≳ χN independent of ϵ0.

Single-particle physics dominates for all initial conditions,
and the pairing amplitude vanishes due to rapid dephasing
of the individual spins, jΔðtÞj → 0.
Beyond these three known regimes, we also predict the

emergence of two previously unidentified subphases within
Phase III for W ≪ χN, ϵ0, which we label as IIIa and IIIb.

(a)

(c)

(b)

FIG. 2. (a) Typical initial state for opening angle Δϕ0. The
orientation of each ensemble (red and blue collective Bloch
vectors) is correlated with the sign of �ϵ0. (b) Mean-field BCS
dynamical phase diagram as a function of Δϕ0 and characteristic
width W of the single-particle noise distribution, with fixed
ϵ0=ðχNÞ ¼ 0.1. The phase diagram is evaluated numerically (see
Ref. [48]), and some small structures (e.g., regions of Phase II
within Phase III) are likely artifacts of the method’s precision.
(c) Time traces of the pairing amplitude jΔðtÞj for each phase
[parameters indicated by marker in (b)].

(a)

(b) (c)

FIG. 3. (a) Typical trajectories of the collective Bloch vector of
each ensemble (red and blue) for W ≪ χN, ϵ0 as ϵ0 is tuned
between Phases IIIa and IIIb. (b) Phase diagram characterized by
amplitude A≡maxðjΔðtÞjÞ −minðjΔðtÞjÞ of oscillations in
jΔðtÞj. The critical boundary ϵc0 between Phases IIIa and IIIb
is indicated by the red line. (c) Maximum of the total inversion
difference Jz ¼ ðPj∈þ σzj −

P
j∈− σ

z
jÞ=2 and frequency ωosc of

oscillations of jΔðtÞj as a function of ϵ0.
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These subphases are delineated by a critical splitting ϵc0 ¼
ðχN=2Þ½1þ cosðΔϕ0Þ� [48]. Phase IIIa, ϵ0 < ϵc0, is domi-
nated by interactions and characterized by a strictly non-
zero pairing amplitude, jΔðtÞj > 0, that exhibits nonlinear
oscillations with an approximate frequency ωosc ∝ χN.
Phase IIIb is characterized by the pairing amplitude
periodically vanishing, jΔðtÞj ¼ 0, and the physics is
dominated by the single-particle splitting ϵ0 such that
the frequency of oscillations scales as ωosc ∝ ϵ0.
In Fig. 3(a), we illustrate typical trajectories of the

collective Bloch vector of each ensemble in subphases
IIIa and IIIb for an initial state with Δϕ0 ¼ 0, which are
representative of the dominant physics for jΔϕ0j≲ π. For
small ϵ0 ≪ ϵc0 and Δϕ0 ≪ π, the Bloch vectors remain
trapped close to their initial polarization due to the strong
interactions, leading to jΔðtÞj > 0. As ϵ0 increases nearer
to the transition ϵc0, the interactions still dominate and
their interplay with the single-particle term leads to a
deflection of the trajectories of the Bloch vectors close
to the north and south poles. Above ϵc0, the trajectories
abruptly snap to large orbits near the equator and quickly
approach the precession expected for two independent
ensembles (e.g., dominated by the σ̂z term of the
Hamiltonian). Even though Phase IIIb is technically absent
for Δϕ0 ¼ �π by our definition (as jΔð0Þj ¼ 0), we still
observe rich nontrivial oscillations for ϵ0 ≪ χN with
frequency ωosc ∝

ffiffiffiffiffiffiffiffiffiffiffi
ϵ0χN

p
[48].

Quantitatively, the IIIa and IIIb subphases are delineated
by abrupt changes in different observables, including the
magnitude A≡maxðjΔðtÞjÞ −minðjΔðtÞjÞ, the frequency
ωosc of oscillations of jΔðtÞj [Figs. 3(b) and 3(d)] and the
maximum excursion of the collective spins away from the
equator of the Bloch sphere, measured by the differential
inversion Jz ¼ ðPj∈þ σzj −

P
j∈− σ

z
jÞ=2 [Fig. 3(c)].

Experimental realization and robustness of proposal.—
In a cavity-QED experiment, the dynamical phases can be
characterized by detection of intracavity light leaking out
through the cavity mirrors [35]. By operating in the limit
where the cavity mode is far off-resonance from the atomic
transition, the virtual photons that mediate the interactions
are adiabatically eliminated and slaved to the spins, such
that atomic information is imprinted onto the phase and
amplitude of the cavity field via the approximate relation
aðtÞ ∝ S−ðtÞ ∝ ΔðtÞ [35,48]. The light intensity then serves
as a proxy for the BCS pairing amplitude, jaðtÞj2 ∝ jΔðtÞj2,
while the frequency spectrum of aðtÞ can also be a useful
diagnostic to distinguish the dynamical phases. Moreover,
by continuously performing heterodyne detection of the
small amount of light leaking through the cavity mirrors,
we are able, in principle, to construct time traces of the
pairing amplitude within a single experimental trial.
To demonstrate that our proposal is robust to relevant

decoherence and technical factors, we model an experiment
where the spin-1=2 is encoded using the narrow linewidth
1S0-3P1 optical transition of 87;88Sr. Here, subensembles can

be prepared via spatially dependent light shifts from the
side of the cavity, or in 87Sr by applying spatially dependent
magnetic fields and addressing the �9=2 nuclear spin
levels of the transition. We use parameters from Ref. [9]
and include single-particle decoherence due to the natural
linewidth of the transition γ=ð2πÞ ¼ 7.5 kHz and spatially
inhomogeneous atom-light coupling arising due to the
incommensurate wavelengths of the standing wave optical
lattice confining the atoms and the relevant cavity mode
[9,35,48]. The latter leads to a spatial modulation of the
spin-spin interactions χ → χi;j. Our predictions should also
be qualitatively relevant for other cavity-based systems that
can realize an effective χŜþŜ− interaction, e.g., Raman
transitions [45,46].
In Fig. 4(a), we model the transition between Phases I

and III as a function of the inhomogeneity strength W at
fixed ϵ0=ðχNÞ ¼ 0.1 and initial state Δϕ0 ¼ π. The phases
are distinguished in the frequency spectrum of the cavity

(a)

(b)

(c)

FIG. 4. Dynamics of intracavity field aðtÞ. (a) Frequency
spectrum of intracavity field F ½a�ðωÞ as a function of W=ðχNÞ,
and typical time traces of jaj2 in Phases (i) III and (ii) I. Initial state
is Δϕ0 ¼ π=2. (b) Same but as a function of opening angle Δϕ0

and time traces are in Phases (i) II and (ii) III. Simulations are for
fixed W=ðχNÞ ¼ 0.1. Both (a) and (b) use fixed ϵ0=ðχNÞ ¼ 0.1,
and color scales are normalized. (c) Signatures of Phase IIIa and
Phase IIIb in differential inversion Jz and oscillation frequency
ωosc of jaj2 forW ¼ 0 for differentΔϕ0. Critical ϵc0 for eachΔϕ0 is
indicated by a vertical line. The absence of plotted results for ωosc
below the approximate transition ϵc0 for eachΔϕ0 indicates the lack
of appreciable oscillations in the simulations. All relevant para-
meters (e.g., g, γ, and κ) are taken from Refs. [9,35], and results are
rescaled for N ¼ 106 (see also Ref. [48]).
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field F ½a�ðωÞ, with Phase III signaled by a pair of robust
peaks in the spectrum that disappear in Phase I. The peaks
are consistent with the entwined but distinguishable pre-
cession of the two ensembles that leads to beating of the
intensity jaðtÞj2, as shown in the accompanying time trace.
The oscillations in the intracavity intensity jaðtÞj2 are
robust to the inhomogeneous interactions and the expo-
nential decay induced by γ. The transition between the
phases III and I occurs atW=ðχNÞ ≈ π=2. This is consistent
with the model Eq. (3) when the inhomogeneous atom-light
coupling is taken into account by a simple rescaling to the
corresponding mean value χ → χi;j ¼ χ=2 [48].
Similarly, in Fig. 4(b) the Phase II–III transition can be

observed by varying the initial opening angle Δϕ0 at
fixed W=ðχNÞ ¼ ϵ0=ðχNÞ ¼ 0.1. The spectrum of the
intracavity field shows the signature dual peaks of Phase
III for π=2≲ Δϕ0 ≤ π, while Phase II is signaled by a
single peak for 0 ≤ Δϕ0 ≲ π=2. The latter indicates dynam-
ics of a single collective ensemble, with finite but non-
oscillatory pairing amplitude.
Lastly, signatures of the Phase IIIa–IIIb transition in the

differential inversion and oscillation frequency of jaðtÞj2
are shown in Fig. 4(c). Decoherence blunts the expected
cusp in the inversion, although the peak value lines up
closely with the expected transition upon accounting for
inhomogeneous interactions. The oscillation frequency
clearly distinguishes the trivial and nontrivial regimes for
Δϕ0 ¼ π. On the other hand, we find that, for Δϕ0 ¼ 0,
π=2, the relatively small oscillations in jaðtÞj2 predicted for
Phase IIIa are destroyed by decoherence, and instead the
transition between IIIa and IIIb is marked by an abrupt
vanishing of any discernible peak in the spectrum (indi-
cated by the absence of data).
Conclusions.—We have reported a proposal to observe

the dynamical phases of a BCS superconductor in a
cavity-QED quantum simulator. Realizing these phases
via a spin degree of freedom instead of actual Cooper
pairs overcomes the need to reach the ultracold tempera-
tures at which pairing occurs. The versatility of this
platform allows us to probe the dependence of the
dynamical phases on the initial state and system param-
eters in a controllable, isolated setting. Our predictions
pave the way for future studies of more complex non-
equilibrium phenomena in models of quantum magnetism
and superconductivity so far not seen in real materials or
high energy systems.
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