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In transition metal dichalcogenides’ layers of atomic-scale thickness, the electron-hole Coulomb
interaction potential is strongly influenced by the sharp discontinuity of the dielectric function across the
layer plane. This feature results in peculiar nonhydrogenic excitonic states in which exciton-mediated optical
nonlinearities are predicted to be enhanced compared to their hydrogenic counterparts. To demonstrate this
enhancement, we perform optical transmission spectroscopy of a MoSe2 monolayer placed in the strong
coupling regime with the mode of an optical microcavity and analyze the results quantitatively with a
nonlinear input-output theory. We find an enhancement of both the exciton-exciton interaction and of the
excitonic fermionic saturation with respect to realistic values expected in the hydrogenic picture. Such results
demonstrate that unconventional excitons in MoSe2 are highly favorable for the implementation of large
exciton-mediated optical nonlinearities, potentially working up to room temperature.
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The realization of solid-state photonic nanostructures
featuring a large third-order optical nonlinearity is a high
stakes objective. Arrays of coupled nonlinear optical
microcavities, for instance, would constitute a powerful
simulator of nonequilibrium quantum many-body physics
[1,2] in which phenomena such as a fractional quantum
Hall states [3–5], fermionized states [6], nontrivial topo-
logical phenomena [7], and a variety of nonequilibrium
quantum phase transitions [8–11] have been predicted. This
nonlinearity is also currently a key mechanism in optical
communication and computation, as photonic logic gates
are mostly built on it [12–16]. Increasing further the
nonlinearity lowers the energy required to switch the gate
up to a point where the operation works in the quantum
regime [17] as required in future quantum computing and
communication devices based on photons [18].
In this context, excitonic states, i.e., bound electron-hole

pairs in semiconductor nanostructures, are ideally suited.
Their dipole moment provides both strong interaction with
light and a large third-order optical nonlinearity due (i) to
Coulomb interaction between excitons (of magnitude gx)
that shifts the excitonic transition [19] and (ii) to the
fermionic saturation (of magnitude gs) of the involved
electrons and holes [20] that reduces the excitonic
oscillator strength. In quantum well geometries, which

are technologically convenient for fabrication and scal-
ability, a strategy known as polariton quantum blockade
[21] maximizes the effective excitonic nonlinearity, in
principle up to the quantum regime, by optimizing the
coupling with light and optically narrowing down the in-
plane excitonic wave function. The onset of this regime has
been demonstrated recently in GaAs-based microcavities at
cryogenic temperatures [22,23].
For this strategy to deliver its full potential, maximizing

both the excitonic nonlinear constants and binding energy
(to approach room temperature stability) is crucial. But
these quantities are hard to engineer in the conventional
semiconductor materials used so far (e.g., arsenide, nitride,
telluride, oxides, or cuprate alloys): this class of materials is
characterized by a hydrogenic-type excitonic state resulting
from a screened but conventional Coulomb potential.
In this picture, gx ∝ ℏ2=2μ depends only on the exciton
reduced mass μ−1 ¼ m−1

e þm−1
h , where me (mh) is the

electron (hole) effective mass [19] and gs ∝ ϵ2=μ2 [20],
where ϵ is the background dielectric constant. Both
quantities are thus strongly bound to intrinsic properties
of the material and therefore hard to manipulate: arsenide
alloys offer a sizeable gx;s but cryogenic temperature
stability only and vice versa for, e.g., cuprates or nitride
alloys [see Fig. 1(c)].
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Monolayers of semiconductor transition metal dichalco-
genides (TMDCs) [55] offer a unique opportunity to
manipulate the excitonic nonlinearity beyond this trade-
off. Owing to their atomic-scale thickness, the dielectric
constant exhibits a sharp discontinuity across the material
plane that results in a strongly modified Coulomb potential
[56] and a high sensitivity to the dielectric environment
surrounding the layer. The resulting excitonic states are
uniquely nonhydrogenic [57,58] and highly tunable via van
der Waals heterostructure engineering [59], and their non-
linear constants gx and gs are expected to deviate from the
hydrogenic picture. A 30% enhancement of gx is, for
instance, predicted in WS2 [54]. Some indications of
sizeable excitonic nonlinearities have been observed in
TMDCs [60], in charged [61] and excited states of excitons
[62], and in polaron-polaritons [63].
In this work, we take advantage of the giant oscillator

strength of TMDCs excitons [64–67] to put a MoSe2
monolayer in the strong coupling regime with the reso-
nance of a microcavity [68–70] and carry out spatially

resolved optical transmission spectroscopy with pulsed
laser light as a function of the intensity. The obtained
spectra exhibit signatures of a nonlinear response from
which we derive a quantitative estimate of gs, gx, and the
polarization dependence of the latter. The monolithic
microcavity that we investigate is shown in Figs. 1(a)
and 1(b) with its main features highlighted (see [25,70] for
details). The microcavity’s quality factor and Rabi splitting
amount to Q ≃ 730 and ℏΩ ¼ 28� 3 meV, respectively.
The latter is derived from the anticrossing of the polariton
modes that we observe in a transmission measurement
upon sweeping temperature. Details of this characterization
can be found in [25].
We then move on to the nonlinear transmission mea-

surements. We use a pulsed Ti:sapphire laser that delivers
∼200 fs pulses with a spectrum IlasðωÞ of tunable mean
energy ℏωlas ¼ ½1640; 1660� meV and a bandwidth
γlas ∼ 10 meV. Its purpose is the ultrafast creation of a
dense polariton population resonantly, without overheating
the sample, and to perform a broadband transmission
spectrum measurement that is able to capture both the
lower and upper polaritons. Heating from residual absorp-
tion is further suppressed by chopping the laser into a 0.7%
on-off duty cycle. The beam is prepared into a Gaussian
mode that is focused on the microcavity surface into a
σ ¼ 5.8 μm waist size spot. We use a quarter-wave plate to
tune the laser polarization among the states jθi, where
jθi ¼ sinð2θÞ= ffiffiffi

2
p jxi þ ½iþ cosð2θÞ�= ffiffiffi

2
p jyi, jx; yi is the

linear polarization basis oriented as shown in Fig. 1(b), and
θ is the wave plate rotation angle with respect to y. In the
first part of this work, we use y-polarized light (θ ¼ 0). The
time-integrated transmitted light intensity IT is collected
with a microscope objective and imaged at the entrance
focal plane of a 300 grooves=mm grating spectrometer. By
doing so, we obtain space and frequency-resolved trans-
mission spectra Tðω; yÞ ¼ ITðω; yÞ=Ilasðω; yÞ. Since our
aim is to provide a quantitative estimate of the interactions,
we also need to know the electromagnetic energyW in each
pulse. To do so, the time-averaged laser power Plas is
measured at the input cryostat window just before the laser
light impinges the cavity backside using a thermal-head
power meter. Tðω; yÞ is thus measured from W0 ¼ 0.1 pJ,
which is well below the onset of the nonlinear regime, up to
several hundreds of pJ, which is well above.
Two such measurements, realized in areas (1) and (2), at

temperatures T ¼ 127 K and T ¼ 105 K, respectively, are
shown in Figs. 2(a) and 2(b). The excitonic fraction of the
polariton field in each case is jXj2 ¼ 0.48 and jXj2 ¼ 0.33,
respectively. We indeed exploit the fact that the excitonic
transition energy is temperature-dependent to control the
detuning ΔðTÞ ¼ ωc;0 − ωxðTÞ between the bare cavity
(frequency ωc;0) and the excitonic level (frequency ωx)
[25] and hence the excitonic fraction jXj2 (jCj2 ¼ 1 − jXj2)
of the lower (upper) polariton states [71]. The effective
polariton-polariton interaction constant is thus varied as it

FIG. 1. MoSe2 monolayer microcavity. (a) Outline of the
microcavity structure: a MoSe2 monolayer (red) and bilayer
(green) embedded in polymethyl methacrylate (PMMA) (pale
blue) are sandwiched between two Bragg mirrors (DBR).
(b) White light image of the microcavity; the MoSe2 layers have
been color shaded and outlined. The experiments performed at
105 K (127 K) were realized in the area labeled (1) [(2)]. The bare
cavity measurements have been done in the area labeled (3).
(c) g̃xð0Þ dependence on μ, and (d) g̃sð0Þ dependence on aB. The
dashed line and gray area show hydrogenic exciton (HE) theory
corrected by a factor α0 ¼ 3.3� 0.8 following [24] (see text).
The black squares highlight HE theory for CdTe, ZnSe, ZnO,
CuBr, and CuCl [25]. The hollow square shows the 30%
enhanced HE theory for MoSe2 [54]. The blue diamond is a
measurement in a GaAs microcavity taken from [24]. Our best
measurements are shown as red circles. The upper axis in
(c) indicates the bulk exciton binding energy for each material
[25]. Room-temperature-stable excitons are on the right side of
the vertical dashed line [25].
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depends on jXj2 [20,25]. The laser pulse spectral overlap
with the polariton modes is also different in the two
experiments. We take advantage of these variations to test
the robustness of our quantitative estimate of gs and gx, as
they should not depend on these parameters. The
plotted transmission spectra are normalized to their maxi-
mum Tm for clearer representation. In the linear regime
(bottom spectra, W ¼ 0.11 pJ), we observe both the upper
and lower polariton resonances with a mostly equal weight at
T ¼ 127 K and with a dominant lower polariton
peak at T ¼ 105 K, which is consistent with their respective
photonic fractions. Two smaller peaks are also
visible in these spectra, at ℏω ¼ 1625.6 meV and
ℏω ¼ 1660.4 meV, that we traced back, by real space
analysis, to bare cavity resonances situated within the small
gap separating the MoSe2 monolayer from the bilayer. Upon
increasing W, the polaritonic resonances exhibit a clear and
consistent trend: at moderate W, the lower polariton peak
blueshifts, while the upper polariton essentially does not.
This behavior difference is key to distinguish between the
contributions of gs and gx to the nonlinearity. Indeed, while
the Coulomb interaction contributes to the blueshifting of
both lower and upper polaritons, the saturation causes a
reduction of the effective Rabi spitting and thus shifts the
lower and upper polaritons in opposite directions [25]. The
trend we observe thus indicates that the saturation contrib-
utes significantly to the nonlinearity, which is consistent with
recent reports [72].
We interpret these spectra quantitatively by theoretical

simulation of the polariton field ultrafast evolution, includ-
ing the shape of the laser pulse in time and space.
Specifically, we derive a mean-field input-output theory

in the exciton-photon basis [25] that includes exciton-
exciton interaction and saturation at first order in the
interaction strength. Note that exciton-exciton-induced
broadening is a second-order contribution [73], which is
typically ten times smaller than the first-order ones in
TMDCs [66]. Owing to the exciton spin properties, gx has
two contributions, gx;k and gx;⊥, corresponding to the
interactions between parallel and opposite spin excitons,
that couple to co- and cross-circularly polarized light. After
transformation into the θ polarization basis, the equation of
motion for the exciton and photon fields ψx;cðr; tÞ read

i∂tψc ¼
�
ωc;0 −

ℏ
2m

∇2 − i
γc
2
þ VcðrÞ

�
ψc

þ
�
Ω
2
−
g̃sðθÞ
2

jψxj2
�
ψx þ

ffiffiffiffiffiffiffiffi
2γin

p
Ain ð1Þ

i∂tψx ¼
�
ωx;0 − i

γx
2
þ VxðrÞ þ g̃xðθÞjψxj2

�
ψx

þ
�
Ω
2
− g̃sðθÞjψxj2

�
ψc −

g̃sðθÞ
2

ψ2
xψ

�
c; ð2Þ

where Ainðr; tÞ is the θ-polarized incident laser pulse field
density, ωc;0=2π is the bare cavity resonance frequency at
vanishing in-plane wave vector kk ¼ 0, m its effective
mass, ωx;0=2π is the excitonic transition frequency, of
which we can neglect the kinetic contribution, and ℏΩ is
the Rabi splitting. γx is the excitonic nonradiative relaxation
rate, γc ¼ γin þ γout is the cavity radiative decay rate, and
γin (γout) are the cavity coupling rate on the laser input side
(of the transmission side). VcðrÞ and VxðrÞ describe the

FIG. 2. Nonlinear transmission spectroscopy. Measured normalized transmission spectra TðωÞ=MaxðTÞ at T ¼ 127 K (a) and T ¼
105 K (b). The spectra are stacked from the lowest used pulse energyW (bottom) to the highest (top). The pulse energyW used for each
spectrum is indicated on the right axis. The laser pulse spectrum is shown in (a),(b) as a red dotted line. The dashed vertical black lines in
(a),(b) highlight the polaritonic resonances in the linear regime. The theoretical fits are shown as solid gray lines. (c) Spatially resolved
lower polariton transmission peak energy measured at T ¼ 127 K, across the excitation spot diameter, for increasing W [same color
code as in (a)]. The spatial laser intensity profile is shown as a red dotted line. The spectra in (a) have been measured at y ¼ 0 (dashed
vertical line). (d) Color-scaled normalized transmission spectra atW ¼ 451 pJ versus the polarization state jθi (vertical axis). The circle
symbols show the lower polariton peak energy; the solid black line is a theoretical fit B0 þ Bθ sin2 2θ following Eqs. (3) and (4), where
B0 ¼ 7.9 meV and Bθ ¼ −2.7 meV.
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spatial fluctuations of the cavity resonance and of the
excitonic transition. Finally, g̃sðθÞ, and g̃xðθÞ are the
saturation and exciton-exciton interaction constants in
the θ-polarization basis given by [25]

g̃xðθÞ ¼
1

2
ðgx;k þ gx;⊥Þ þ

1

2
ðgx;k − gx;⊥Þ sin2ð2θÞ; ð3Þ

g̃sðθÞ ¼
gs
2
½1þ sin2ð2θÞ�: ð4Þ

Note that in Eqs. (1) and (2) we have neglected the
contribution of the cross-polarized θ̄ components of the
exciton and photon fields since the laser excites only one θ
component and the interactions terms provide only density-
mediated couplings that vanish if one of the two fields is
zero. We also checked experimentally that the polariton
modes exhibit no birefringence [25].
In order to fully account for the time profile of the

excitation pulse and the Gaussian shape of the spot in real
space, we solved this model numerically. The experimental
parameters entering the model are the microcavity and laser
characteristics, which are known accurately. The interac-
tion constants g̃xðθÞ and g̃sðθÞ are thus the only free
parameters. We first apply this model to the spectra shown
in Figs. 2(a) and 2(b) (in the θ ¼ 0 polarization state).
g̃xð0Þ ¼ ðgx;k þ gx;⊥Þ=2 and g̃sð0Þ ¼ gs=2 are thus derived
with their uncertainty by numerical optimization of the fit
between the model and the measurements [25].
This analysis yields g̃xð0Þ ¼ 2.2� 1.6μ eV. μm2 and
g̃sð0Þ ¼ 2.16� 0.5 μeV · μm2 for the experiment at
T ¼ 127 K shown in Fig. 2(a). The experiment at
T ¼ 105 K consistently yields g̃xð0Þ ¼ 4.3 μeV · μm2

and g̃sð0Þ ¼ 1.6 μeV · μm2, albeit with a much larger
uncertainty due to the fact that the upper polariton con-
tribution to the spectra is small and hence prevents
determining accurately the relative contribution of g̃xð0Þ
and g̃sð0Þ. We also derive the excitonic densities (HWHM
in time and space) that increases from 5 × 108cm−2

(W ¼ 0.11 pJ) to 9 × 1011cm−2 (W ¼ 460 pJ). Note that
at high W, the saturation effect is large and our model is
expected to overestimate it in this regime [20,61,74,75].
This is indeed the trend that we observe in the last four
spectra in Fig. 2(b), in which the theory predicts a slightly
smaller Rabi splitting than in the experiment. Yet, except
for this feature, the spectral shape and peak energies
evolution for increasing W are in very good agreement
with the experiment.
We cross-checked this quantitative analysis by looking at

another footprint of the nonlinearity: the nontrivial spatially
dependent transmission spectrum Tðy;ωÞ=Tm that results
from the interplay between the Gaussian shape of the spot
and the nonlinearity. Figure 2(c) shows the lower polariton
transmission peak energy ElpðyÞ plotted versus y, where y
is the position along a diameter of the laser spot and y ¼ 0
is the laser spot intensity maximum position. The lowest

spectrum (black) is obtained in the linear regime
(W ¼ 0.11 pJ) and thus shows the lower polariton potential
VðyÞ, from which we derive VcðyÞ. For increasing W, the
nonlinearity changes this shape as the blueshift depends on
the local density and excitonic fraction. We can fit this
behavior quantitatively with our model, and a good
agreement is obtained for g̃xð0Þ ¼ 4.3þ30

−4 μeV · μm2 and
g̃sð0Þ ¼ 3.2� 0.8 μeV · μm2. The large uncertainty
reflects the fact that the upper polariton contribution is
weak in the dataset, and the relative contributions of gxð0Þ
and gsð0Þ are hard to distinguish. Yet, the result is
consistent with the spectral analysis.
We verified that the nonlinearities that we measure in this

Letter come from the monolayer and not from any other
materials within the structure. We thus measured TðωÞ=Tm

in area (3), which is a bare cavity free from MoSe2. The
area exhibits a sharp cavity mode that does not shift
[ℏδωcðWÞ ¼ 0� 0.025 meV] up to the highest applied
pulse energy (W ¼ 1.12 nJ), as shown in detail in [25]. We
also examined the possible co-excitation of a dark exciton
reservoir alongside polaritons, as is often the case in
arsenide microcavities [76–79]. We looked for its signature
in a time-resolved transmission measurement and found
none, meaning that the reservoir, if any, has a poor quantum
yield. Using realistic parameters and conservative assump-
tions, we could determine that such a reservoir would
typically decrease g̃x;sð0Þ by ∼35% [25].
In Figs. 1(c) and 1(d), we plotted the theoretical

HE interaction constants g̃xð0Þ ≃ 3α0ℏ2=2μ (in which
we assumed that jg⊥j ≪ gk) versus μ and g̃sð0Þ ¼
α20ð2π=7ÞℏΩa2B versus aB (dashed lines). α0 ¼ 3.3� 0.8
is introduced in order for the theory to agree quantitatively
with the measurement in Estrecho et al. [24], where gx;k ¼
13� 3.4 μeV · μm2 is found for a planar microcavity with
GaAs quantum wells [25]. This deviation might arise from
the strict 2D approximation of the excitonic wave function
in the theory, which is likely inaccurate in realistic quantum
wells [24]. Using excitonic reduced masses from the
literature [25], a few materials are highlighted (squares)
along these theoretical curves. In Fig. 1(c), the bulk exciton
binding energies are also indicated for each material on the
top axis as reference [25]. The measurements obtained from
the analysis of Fig. 2(a) are shown as a red circle in
Figs. 1(c) and 1(d). Our measured g̃xð0Þ is found to
moderately exceed hydrogenic exciton (HE’s) theory and
is fully compatible with the 30% enhancement [hollow
square in Fig. 1(c)] predicted in [54], while g̃sð0Þ exceeds
HE’s theory by a large factor: 7� 2. A possible origin of
this larger deviation is already visible in the HE picture, in
which gs depends directly on the dielectric function square
(via aB), while gx essentially does not.
Finally, we characterized the spin anisotropy of the

nonlinearity at T ¼ 127 K during the same experimental
run as that shown in Fig. 2(a) by measuring the
transmission spectrum versus θ. The results are shown in
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Fig. 2(d): upon increasing θ from 0 (linear polarization) to
π=4 (circular polarization) at a fixed W ¼ 451 pJ, the
spectrum exhibits a global redshift of 2.7 meV. Using
our model and Eqs. (3) and (4) [25], this behavior implies
that gx;⊥ is about two times larger than gx;k and positive. In
TMDC monolayers [54], like in conventional materials, the
Coulomb interaction between polaritons is in principle
dominated by exchange interaction [19] for which gx;⊥ is
expected to be negative and small compared to gx;k [80,81].
Our result differs from this picture and is thus highly
nontrivial. Its precise interpretation requires a fully dedi-
cated investigation that exceeds the scope of the present
work.
A possible explanation could be the involvement of an

intermediate state such as spin-2 dark excitons [80] or
biexcitons [82,83]. In such a mechanism, gx;⊥ is enhanced
and takes a positive sign when the two-polariton state is
close and on the high energy side of the intermediate state.
In a MoSe2 monolayer, the dark exciton state is a few meV
above the bright one [84], such that the upper polariton
state, nominally 12.2 meV above the bright exciton, could
benefit from this resonance at the peak intensity when the
saturation brings it closer. A resonance with the biexciton
state is expected 10 meV [85,86] below the bright exciton,
which is 3 meV above the nominal energy of the lower
polariton and thus also favorable at the peak intensity.
Finally, at such a large W, higher order many-body
correlations and the composite nature of excitons might
start to contribute such that our estimate of gx;⊥ might be
too inaccurate. Yet, owing to the robustness that the model
has demonstrated in reasonably capturing the measure-
ments in Figs. 2(a)–2(c), we expect that this estimate is at
least qualitatively correct—namely, that gx;⊥ is positive and
comparable in magnitude to gx;k and gs.
In summary, we have shown that owing to the non-

hydrogenic character of excitons, a MoSe2 monolayer in
the strong coupling regime displays enhanced exciton-
mediated optical nonlinearity, in particular via the excitonic
saturation mechanism. We also observe a nontrivial spin
anisotropy of the interaction that deserves future inves-
tigation. Our results demonstrate that nonhydrogenic exci-
ton in MoSe2 and in other TMDC materials, where the
nonlinearity enhancement could be potentially even larger,
offer new perspectives for the engineering of exciton-
mediated optical nonlinearities.
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