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The presence of a small concentration of in-plane Fe dopants in La1.87Sr0.13Cu0.99Fe0.01O4 is known to
enhance stripelike spin and charge density wave (SDWand CDW) order and suppress the superconducting
Tc. Here, we show that it also induces highly two-dimensional superconducting correlations that have been
argued to be the signatures of a new form of superconducting order, the so-called pair density wave (PDW)
order. In addition, using resonant soft x-ray scattering, we find that the two-dimensional superconducting
fluctuation is strongly associated with the CDW stripe. In particular, the PDW signature first appears when
the correlation length of the CDW stripe grows over eight times the lattice unit (∼8a). These results provide
critical conditions for the formation of the PDW order.
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It has been more than 30 years since high-temperature
superconductivity (HTSC) was discovered in 1986 [1].
Although tremendous progress has been made in under-
standing the fundamental mechanism of HTSC, especially
in the high-Tc cuprates, the complexity of their phase
diagrams [2] has complicated the problem; hence, there still
remain many open issues. Some of the remaining profound
questions are these: Why is the superconducting transition
temperature (Tc) so high? How are different electronic and
magnetic orders intertwined with HTSC? What is the
pseudogap and how is it related to HTSC? Another
interesting concern is the existence and characteristics of
a possible new form of pairing, the so-called pair density
wave (PDW), that potentially intertwines with several of
the complex orders observed in the high-Tc cuprates [3].
Indeed, it has even been suggested that a fluctuating version
of a PDW may be responsible for the famous pseudogap
phenomenology [4–8].
In 2007, Li et al. [9] reported the existence of two-

dimensional (2D) superconductivity in a high-Tc cuprate:
La1.875Ba0.125CuO4 (LBCO). This result, which is closely
related but less clear-cut results of Tajima et al. [10], have
been identified as signatures of the PDWorder [11,12]. The
most dramatic evidence of this unusual superconducting
order is the existence of a range of temperatures,
Tc ≈ 4 K < T < T2 ≈ 17 K, in which the system exhibits
an apparently anisotropic superconducting state.
Specifically, in this temperature range, despite the existence
of sufficiently strong 2D superconducting correlations such
that the resistivity with the current flowing in the CuO2

planes is immeasurably small, interlayer Josephson cou-
pling is apparently absent, i.e., the c axis resistivity remains
large. Here Tc is the transition temperature to the true

superconducting (Meissner) state. Furthermore, in a some-
what higher range of temperatures, T2 < T < T1, a fluc-
tuating version of the same state, with an in-plane resistivity
one or more orders of magnitude smaller than the normal
state resistivity, onsets below a temperature, T1, which is
approximately equal to Tsdw ≈ 40 K [13,14], the onset
temperature of the spin density wave (SDW) stripe order
in the CuO2 planes. Since the charge density wave (CDW)
stripe develops at a still higher temperature, ≈54 K
[15–18], and thus coexists with the SDW at 40 K [14],
it was suggested that this PDW signature originates from an
intertwining of the HTSC, SDW, and CDW orders [3].
However, although the correlation between the SDW and
CDW has been observed in multiple x-ray scattering
measurements [14–18], no direct experimental evidence
has unambiguously supported the association of this with
the PDW order.
More recently, STM experiments in the halo region

surrounding the vortex cores of Bi2Sr2CaCu2O8þδ

(Bi2212) were performed by Edkins et al. [19], aimed to
detect the field induced PDW. Through enhanced real- and
Q-space resolutions in the STM, they revealed a CDWwith
a period approximately eight times the lattice unit (∼8a),
twice that of the normal CDW period (∼4a). This obser-
vation is also thought to be a signature of a PDW. More
detailed comparisons between microscopic theory and
STM results have provided additional support for the
existence of the PDW order in Bi2212 [20–22].
However, the observation of the PDW order through
STM in Bi2212 is distinct from that in the LBCO system,
if for no other reason than there is presently no evidence of
any role of the SDW in the Bi2212 case. Although (the
rather short-range correlated) CDWorder coexists with the
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superconducting phase of Bi2212 [23,24], it does not have
a phase overlapping with the magnetic order in the phase
diagram [25,26].
In this Letter, we explore new evidence of the putative

PDW signature and its relation to other orders such as the
CDW and SDW in an La-based high-Tc cuprate
La1.87Sr0.13Cu0.99Fe0.01O4 (LSCFO) [27]. It is important
to stress that the crystal structure [28] of the LSCFO
material [i.e., the low temperature orthorhombic (LTO)
structure] is different from that of LBCO [i.e., the low
temperature tetragonal (LTT) structure]. The LTT structure
is known to suppress Tc and enhance the SDW and CDW
orders [15–18,28]. In the present case, the CDW and SDW
correlations are instead “pinned,” and Tc is reduced by Fe
doping rather than by the LTT structure. The pinned
behavior is demonstrated by both the integrated intensity
and peak position of the CDW with the development of the
SDW. For this study, we carried out both transport
measurements and resonant soft x-ray scattering (RSXS)
around the Cu L3 edge. Through the resistivity measure-
ments along both the crystalline ab axis (i.e., the CuO2

plane) and the c axis and the comparison between them, we
have identified a state of 2D superconducting fluctuations
that develops below T1 ≈ 32 K. The RSXS measurement
revealed that the CDW short-range order (CDW-SRO)
transforms into the CDW stripes with the development
of SDW stripes below Tsdw ≈ 50 K. In contrast to the case
in LBCO, Tsdw is significantly larger than T1, although the
onset of the SDW order is visibly rounded and becomes
notably sharper around T1. We further observed that the
correlation length of the CDW stripe reaches around 8a as
the normal state undergoes a crossover to the 2D fluctuating
state. While we do not observe any apparent vanishing of
the in-plane resistivity at a temperature T1 > Tc ∼ 5.7 K
[29,30], we do see a form of crossover (discussed below)
that is in some ways analogous to T1 in LBCO. In short, the
similarities with the observed relations between the differ-
ent ordering phenomena in the present system strongly
corroborate the intertwined character of the different orders
and, correspondingly, its association with PDW formation.
A sizable LSCFO single crystal was grown by the

standard floating-solvent traveling-zone method. The
grown crystal was annealed in one bar of O2 gas to
minimize oxygen deficiencies. The doped Fe ions are in
the Fe3þ state (3d5, S ¼ 5=2), which have higher valence
state than the Cu atoms by one, resulting in a reduction of
one hole per doped ion. Thus, the concentration of hole
(i.e., doping, p) in our LSCFO is 0.12. We confirm that this
crystal does not undergo the LTT by temperature depend-
ence of the (0 1 0) Bragg peak [30].
We first measured the resistivity (ρ) of our sample aiming

to explore a PDW signature in LSCFO [27,31]. This
measurement was motivated by the fact that the PDW
order was observed in LBCO [9] and that La-based
cuprates share the same mutual relationship between the

CDW and SDW orders [14,18,30,32,33]. As illustrated in
Fig. 1(a), it is well known that the ordering q vectors of
the CDW and SDW orders (qcdw and qsdw) are related
by qcdw ∼ 2 × qsdw [32,33]. It was demonstrated that
the LSCFO system also follows this relation [30].
Figure 1(b) shows the resistivity along the c axis (ρc) as
well as that parallel to the CuO2 plane (ρab), which reveals
an anisotropic behavior occurring around 32 K (T1). Below
the T1, the value of ρab gets as low as ∼10−3 mΩ cm, while
ρc ∼ 100 mΩ cm slightly increases. The anisotropy is even
more obvious in the ρc=ρab ratio plot (see the inset),
showing an increase of 1 order of magnitude. This result
shows a strong resemblance to the resistivity behavior in
LBCO [9] and Zn-doped LBCO [34], leading to an
interpretation that our LSCFO sample exhibits 2D fluctu-
ating superconductivity (i.e., PDW fluctuation) around T1.
Note that we also observed magnetic field dependent ρab
[27]. A second drop of ρab occurs around 11 K (T2),
deducing that the PDW fluctuation may change to a pure
2D superconducting state. Note that T2 is still higher than
the bulk Tc ∼ 5.7 K of LSCFO [27].
Based on the observation of PDW fluctuation in the

LSCFO, as a next step we investigated a relationship of the
PDW fluctuation with the CDW and SDW orders in our
sample. We measured the SDW order using the elastic
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FIG. 1. (a) A schematic diagram of CDWand SDW stripes and
their intertwining that results in the PDW order, implying the
importance of their respective modulation phases. (b) Temper-
ature dependence of the zero-field resistivity. ρc is along the c
axis, and ρab is parallel to the CuO2 planes. The green shade and
dashed line denote the first and second transitions in ρab,
respectively, above the Meissner state of both ρab and ρc
(Tc ∼ 5.7 K). The inset shows the ratio of ρc to ρab as a function
of temperature.
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neutron scattering reported in Ref. [30]. For CDW mea-
surements, we employed the RSXS approach, which has
been demonstrated to detect small changes in weak CDW
signals [15,33,35,36].
Figure 2(a) shows a schematic configuration for the

RSXS measurements, where scattered x-ray signals were
measured as a function of sample angle (θ) by a CCD
detector. During the θ scan, the detector image covers
scattering intensities from the well-aligned scattering plane
(h, 0, l) near the detector center, as well as from the off-
scattering planes (h, �k, l) at the top and bottom areas of
the CCD. As depicted in the figure, we used the bottom part
of the CCD images to subtract out the fluorescence back-
ground signal. After the background subtraction, we
achieved clear CDW maps along the h and k directions
centered at qcdw∼ (−0.23, 0, l) reciprocal lattice units (r.l.u.)
[see Fig. 2(b) for the background-subtracted scattering
maps at selected temperatures]. As shown in the figure,
the CDW peaks are elongated along the k direction as the
temperature is decreased below Tsdw ∼ 50 K. This obser-
vation is consistent with previous reports on La2−xSrxCuO4

(LSCO) where CDW signals showed peak splitting through
intertwining between the CDW and SDW stripes
[33,36,37], suggesting that the CDW stripes are also
formed in LSCFO. Figure 2(c) shows projected CDW
signals along the h direction as a function of temperature.
We fitted the projected CDW peaks with the Lorentzian
function (blue lines in this figure), and the results are
summarized in Fig. 3.
Similarly to the LSCO case [33], the CDW order in

LSCFO continuously develops as the sample is cooled
down from above 120 K. As shown in Fig. 3(a), the
integrated intensity (left y axis) of the CDW peak keeps
growing with decreasing temperature. Notably, the growing
trend shows a change around 50 K, indicating a transition
of the CDW. Note that the transition behavior is not sharp
because the characteristics of density wave orders are

typically glassy in the cuprates. The high temperature
CDW-SRO phase is transformed into the CDW stripe
around this temperature, as was the case for LSCO [33].
Furthermore, this slope change in the integrated intensity
coincides with a slope change in the wave vector of the
CDW order (qcdw, right y axis). The qcdw decreases with
decreasing temperature but is locked in below 50 K.
Considering the LBCO case [18], this locking in
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LSCFO can be explained by the development of the SDW
stripe. As shown in Fig. 3(b), 50 K is the temperature where
the SDW stripe develops [30]. These results indicate that
the CDW stripe phase is developed by intertwining with the
SDW. However, the discrepancy between this intertwining
temperature and the onset temperature of the PDW fluc-
tuation obtained by the transport measurement [Fig. 1(b)]
calls for explanation.
To understand the discrepancy, we further scrutinize the

CDW correlation lengths (ξCDW) in LSCFO. Figure 4(a)
shows the full width at half maximum (FWHM) of the
CDW peak as a function of temperature (left y axis). For
T > 70 K, the FWHM does not change within the error,
representing a T-independent region. This T-independent
FWHM corresponds to ξCDW ∼ 23ð2Þ Å, which is longer
than the CDW wavelength, ξCDW ∼ 4a ∼ 15 Å. For
T < 70 K, on the other hand, the FWHM starts to decrease

(ξCDW increases) with decreasing temperature. Following
the discussion in Ref. [33], we assign 70 K to the
characteristic temperature (Tw).
The FWHM behavior shows another noteworthy fea-

ture. The increasing trend of ξCDW below the Tw appears to
undergo another slope change around 34� 3 K [27],
which is close to the crossover temperature (T1) of the
PDW fluctuating states. A very interesting observation
is that the measured ξCDW at this temperature is around
35(2) Å, which is close to the PDW wavelength,
λPDW ∼ 8a ∼ 30 Å. For easier comparison between the
two wavelengths, we plotted the ratio n ¼ ξCDW=λPDW on
the right y axis in Fig. 4(a). At T1, n is slightly over one.
This observation implies that ξCDW ≥ λPDW is a critical
condition, together with the presence of the CDW stripe,
for the formation of the PDW order, as highlighted in
Fig. 4(b). When the domain size of the CDW stripe is
smaller than 8a, PDW fluctuation cannot be formed [green
dashed line in Fig. 4(b)] even when both the SDW and
CDW are present. These conditions are fully compatible
with the LBCO case, where the PDW was readily formed
when CDW stripes were formed around the SDW temper-
ature [9], because at this temperature the ξCDW is fairly
long and already meets the ξCDW ≥ λPDW condition due to
the LTT [14,17].
We now discuss the implications of our findings. First, the

new evidence of the 2D superconducting signature in this
LSCFO system means the PDWorder observed in LBCO is
not a consequence of some material science specific to
LBCO but could be ubiquitous in La-based cuprates.
Second, our findings, especially the critical prerequisite
conditions for the PDW, are compatible with the two
PDW (or its fluctuation) signatures observed in LBCO
and Bi2212 [9,19,38], which seemingly contradict each
other. Considering the enhancement of ξCDW below Tc
under the magnetic field as a result of the well-known
competition between the CDW and SC orders [39–41], the
vortex halo region in Bi2212 under the magnetic field is
expected to have a large CDW domain size, satisfying the
correlation length condition to trigger the PDW. In La-based
cuprates, this condition is met by a different mechanism; the
SDW stripe order helps develop a long-ranged CDW stripe
through intertwining. The different situations of Bi2212 and
La-based cuprates lead to another critical implication that, of
the two orders, namely the CDWand SDW stripes, the CDW
stripe (or ξCDW) is the more essential ingredient for prompt-
ing the PDW. This implication is also supported by the
observation that, for LSCO with 10% hole doping, the
measured c-axis superconducting coherence is abruptly
quenched with a magnetic field (smaller than Hc2) while
the same magnetic field strongly enhances the stripe order
[42,43]. Finally, one may extend the implications to a
broader context of the pseudogap phenomenology in the
high-Tc cuprates [4–8]. There are some pieces of evidence
on the unusual gap features that suggest a PDW fluctuation
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may be responsible for the pseudogap phenomenology
[5–8]. Nevertheless, due to the different energy and temper-
ature scales of these two phenomena, it is still too early to
connect them directly. On the other hand, we may con-
template that the CDW could play a bridging role between
them because the CDW is associated with each phenome-
non. For example, in the LSCO case, the upper critical
doping boundary of the CDW phase is strikingly close to the
pseudogap critical doping [33,44,45], supporting the close
relationship between the CDW and the pseudogap.
In summary, we carried out resistivity and Cu L-edge

RSXS measurements on a single crystal of La-based
cuprate, La1.87Sr0.13Cu0.99Fe0.01O4. We found new evi-
dence of the PDW in this system. We also found that its
emergence is attributed primarily to the CDW stripe rather
than the SDW stripe, although the CDW stripe is devel-
oped through intertwining with SDW stripes in this
system. In particular, the PDW signature starts to appear
when the correlation length of the CDW stripe grows over
8a. These results indicate the critical role of the CDW
stripe in the formation of the PDW order in high-Tc
cuprates. Moreover, our findings support the possibility
that the PDW is ubiquitous in every high-Tc cuprate
system.
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Davis, E. Fradkin, and S. A. Kivelson, Phys. Rev. B 97,
174510 (2018).

[21] Z. Dai, Y.-H. Zhang, T. Senthil, and P. A. Lee, Phys. Rev. B
97, 174511 (2018).

[22] P. Choubey, S. H. Joo, K. Fujita, Z. Du, S. D. Edkins, M. H.
Hamidian, H. Eisaki, S. Uchida, A. P. Mackenzie, Jinho
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