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We investigate, using numerical simulations, the conformations of isolated active ring polymers. We find
that their behavior depends crucially on their size: Short rings (N ≲ 100) swell, whereas longer rings
(N ≳ 200) collapse, at sufficiently high activity. By investigating the nonequilibrium process leading to the
steady state, we find a universal route driving both outcomes; we highlight the central role of steric
interactions, at variance with linear chains, and of topology conservation. We further show that the
collapsed rings are arrested by looking at different observables, all underlining the presence of an extremely
long timescales at the steady state, associated with the internal dynamics of the collapsed section. Finally,
we found that in some circumstances the collapsed state spins about its axis.
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Active matter systems, such as synthetic and biological
swimmers, show remarkable single-particle and collective
dynamics that are completely different from their equilib-
rium counterparts [1]. For example, their active motion
leads single active particles to accumulate at walls [2,3] or
at fluid interfaces [4,5] and to the onset of motility-induced
phase separation (MIPS) for dense suspensions [6]. Up to
now, the majority of the studies have focused on “simple”
active systems that lack “internal” degrees of freedom, such
as colloids. However, recent works on more complex active
systems, like active polymers, have shown rich and
counterintuitive dynamics [7–16]. For example, tangen-
tially active polymers (i.e., polymers for which the active
force acts tangentially to their backbone) undergo a coil-to-
globule transition upon increasing the activity [13] and
show a size-independent diffusion [13,14].
Such systems are far from being a purely theoretical

speculation. Chains of active colloids can be assembled
using state-of-the-art synthesis techniques [10]; furthermore,
experiments with living worms (regarded as tangentially
active polymers) have shown the onset of phase separation
[17] akin to active colloids. Moreover, biological filaments
such as DNA, RNA, actin, and microtubules experience the
force of molecular motors [18]. Notably, diverse biological
scenarios feature closed structures, i.e., rings or loops, as
happens for DNA and RNA [19–21], extruded loops in
chromatin [22,23], bacterial DNA [24–26], kinetoplast
networks [27–29], and actomyosin rings [30,31]. Finally,
topological constraints facilitate packing of long linear
macromolecules, a process of capital importance in

eukaryotic chromosomes [32–35]. Since the dynamics of
ring molecules differs dramatically from that of linear chains
[32,36–41], the question about the dynamics of active rings
arises naturally.
In this Letter, we characterize, by means of numerical

simulations, the conformation and the dynamics of active self-
avoiding polymer rings, whose monomers are self-propelled
in the direction tangent to the polymer backbone; the rings are
unknotted, and their topology is preserved at all times.
Our results on active self-avoiding rings show a non-

monotonic dependence of the gyration radius on the ring
size, in contrast with the monotonic behavior found in both
passive rings and active self-avoiding linear chains, high-
lighting a dramatic change in their dynamics. Moreover, we
identify the general pathway leading to either inflation
(small rings) or collapse (large rings), along with the critical
size that separates the basins of attraction of these two
steady states.
Since these features are absent for active self-avoiding

linear chains, clearly they are induced by the topological
constraints. We prove this by comparing the dynamics of
active self-avoiding rings against that of active ghost rings
(that do not conserve topology). Interestingly, our results
show that active ghost rings swell for all ring sizes, implying
that the collapse of active rings is due to activity and
collisions among non-near-neighboring monomers. Such a
feature reminds that of MIPS for active Brownian particles
(ABPs). Finally, focusing on collapsed rings, we find that
their internal dynamics shows the hallmarks of dynamical
arrest, and we observe the onset of a spinning state.
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We consider fully flexible bead-spring polymer rings,
suspended in an homogeneous fluid in three dimensions.
We perform standard Langevin dynamics simulations
neglecting hydrodynamic interactions [42]. The bead
diameter σ sets the unit of length, and m ¼ 1 sets the unit
of mass. The active force fact acts with constant magnitude
fact along the vector tangent to the polymer backbone [13];
such construction applies to all monomers. We quantify
the strength of the activity via the Péclet number
Pe≡ factσ=ðkBTÞ, where kBT is the thermal energy of
the heat bath (kB being the Boltzmann constant and T the
absolute temperature), in which the ring polymer is
suspended. Following Ref. [43], we choose to fix
factσ ¼ 1 and increase the Péclet number by decreasing
the thermal energy of the heat bath. We employ a modified
Kremer-Grest model to avoid crossing events and knots
(Supplemental Material, Sec. 1 [44]). Hence, we simulate
ring polymers of length 70 < N < 800, at 1 < Pe < 100;
the data reported are averaged over 250 < M < 2850
independent configurations. For tangentially active
linear polymers [13,14], the average gyration radius
Rg ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hPN
i¼1 ðri − rc:m:Þ2=Ni

p

—where ri and rc:m: are
the positions of the monomer i and center of mass of
the polymer, respectively—grows with N with a smaller
scaling exponent, compared to the passive case, whose
value depends on Pe.
In contrast, for active polymer rings, Rg shows a more

complex dependence on N [Fig. 1(a)]. In particular, while
for Pe≲ 1 the scaling exponent matches the equilibrium
one ν ¼ νeq ¼ 0.588 for all values of N, for Pe ≫ 1 two
distinct regimes emerge, each of which is characterized by a
specific scaling of Rg with N. For short rings N ≲ 100, Rg
of active rings becomes larger than Rg of passive rings. A
power-law fit in this region leads to an exponent νshort, that
depends on Pe: At the largest activity considered
(Pe ¼ 100), we find νshort ≈ 1, similar to the behavior of
fully rigid rings. Hence, for short rings, the activity induces
an effective bending rigidity, with a persistence length
comparable to the ring size.
Upon increasing the length of the polymers [Fig. 1(a)],

activity induces a structural collapse. In this regime, the
scaling exponent is ν ¼ νlong ≈ 0.41, and, for Pe ≥ 10, it is
independent on Pe. The small value of νlong indicates that
the rings assume a very compact conformation. It is worth
noting that the value of νlong is close to, but not exactly, the
one expected in bad solvent conditions νBS ¼ 0.33 [51].
Indeed, as shown in the snapshot in Fig. 1(a), the collapsed
structure is quite complex, being composed of a compact
self-wrapped core and a few dangling sections fluttering on
its surface. These dangling sections, absent in the case of
ring polymers in bad solvents [52], are responsible for the
larger value of νlong as compared to νBS (Supplemental
Material, Sec. VI [44]). Moreover, upon increasing Pe,
the transition between inflated and collapsed rings
becomes progressively sharper. We elucidate the role of

self-avoidance in this phenomenon by simulating active
ghost rings that, by contrast, maintain their passive scaling
N0.5 for all values of N investigated [see the violet curve in
Fig. 1(a)]; furthermore, activity swells the ghost rings,
without further altering their configurational properties
(Supplemental Fig. S3 [44]).
To understand the physical origin of the scaling regimes

observed, we analyze the conformations attained by long
and short active rings. Accordingly, we compute, in the
steady state, the root mean square distance among
monomers that are sth neighbors along the backbone

RðsÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hðrsþs0 − rs0Þ2i
q

, where s0 is the starting bead.

Figure 1(b) shows that for short rings RðsÞ displays a single
power-law trend RðsÞ ∼ s whose exponent is compatible
with the one estimated from the scaling of the gyration
radius in Fig. 1(a). The single power-law fitting RðsÞ up
to s ≃ N=2 implies the self-similarity of short active rings.
For reference, we report ReqðsÞ for fully flexible passive
rings in good solvents, for which ReqðsÞ ≃ s0.588 [52]
[orange dashed lines in Fig. 1(b)]. In contrast, longer active
rings show a richer behavior for RðsÞ. Indeed, for s≲ 10,

FIG. 1. (a) Gyration radius as function of N, for active self-
avoiding rings (different values of Pe) and active ghost rings
(Pe ¼ 10) (b) Mean internal distance as function of the distance s
along the contour. (c) Bond-bond correlation function as function
of s. In panel (b) and (c), full lines refer to active rings at
Pe ¼ 100; orange dashed lines refer to the passive case in good
solvent for N ¼ 500; dash-dotted lines refer to the passive case in
bad solvent for N ¼ 100, 200, 500. Panels (b) and (c) share the
legend. In panel (a) and (b) snapshots of short N ¼ 70 (inflated)
and long N ¼ 500 (collapsed) rings, with colors referring to
beads: (i) in the dangling sections or in the inflated state (green),
(ii) on the surface of the collapsed structure (blue), (iii) in the
interior of the collapsed core (red).
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RðsÞ displays a universal power law RðsÞ ∼ s whose
prefactor does not depend on N [all curves collapse on a
master curve in Fig. 1(b)]. Then, for s≳ 10, the scaling of
RðsÞ is size dependent and, for intermediate values of s, is
fitted by RðsÞ ≃ s0.25. This change is the signature of the
collapsed structure: Monomers very far away along the
backbone end up being very close in real space. This
behavior is qualitatively similar to that observed for passive
rings in bad solvents [dash-dotted curves in Fig. 1(b)].
In order to characterize the local arrangement of mono-

mers in the inflated or collapsed states, we measure the
bond-bond spatial correlation function βðsÞ≡ hbsþs0 · bs0i,
where bi ≡ riþ1 − ri. As shown in Fig. 1(c), short active
rings N ¼ 70 and 100 develop a strong anticorrelation over
the scale of the whole polymer, akin to rigid passive rings.
In contrast, for long active rings, the bond-bond correlation
function shows a very fast decay at small contour separa-
tions, followed by an anticorrelation region that eventually
fades to a complete decorrelation. In the collapsed state,
part of the chain wraps on itself, and such wrappings are
characterized by a “pitch” of ∼5 beads which is, roughly, at
the same contour distance s ≃ 5 for all N and Pe inves-
tigated. Such behavior is in contrast to what is observed for
passive rings in both good (dashed orange curve) and bad
solvents (dotted orange curve) that display no minimum at
short contour separations.
Next, we investigate the pathway from a passive, equili-

brated ring configuration to the inflated or collapsed steady
state, by considering the time evolution of the contour
distance at which the minimum of bond correlation function
appears, argmin½βðsÞ�, and the square average contour
distance between pairs of beads that are close in space TðtÞ ¼
h½ðj − j1Þ2 þ � � � þ ðj − jmÞ2�=mi that measures the “tan-
gleness” of a polymer chain [see Supplemental Material [44],
Eq. (S7)]. In particular, we follow the evolution in time of
argmin½βðsÞ�, as it marks the characteristic size of the local
structures that form along the polymer backbone
[Fig. 2(a)]. For passive rings, the minimum is at ∼N=2
for all times. This coincides with the value obtained for active
rings at early times (t ≤ 10τ0); during such a time frame,
comparable to the diffusion time τ0 ¼ σ2=D of a monomer
over its size, activity has not yet affected the conformation of

the ring. At intermediate times t ≃ 10τ0–1000τ0 (Fig. 2),
small “loops” appear, highlighted by a drop of the minimum
of the bond correlation to s ≃ 5, roughly constant for all N.
Their sharp onset takes place at earlier times upon increasing
the polymer size (∼20τ0 for N ¼ 70, ∼10τ0 for N ¼ 500),
and it is weakly dependent on Pe, for Pe≳ 10. The size of the
loops grows up to a characteristic amount s, reached in
t ∈ ½∼103τ0∶104τ0�, with a growth rate ∝ ðt=τ0Þ1=4 essen-
tially independent of N and Pe [for Pe ≥ 10, Supplemental
Fig. S5(b) [44]], hence setting an universal route toward the
steady state. This universal growth ∝ t1=4 reminds of the
coarsening of 2D ABPs undergoing MIPS [53,54].
Snapshots of rings taken during this stage are reported in
Fig. 2; loops are clearly visible in all cases irrespective of N.
At later times, the dynamics is no more universal, and the size
of the ring matters. For N ≲ 100, loops of size s ≃ 20 are
relatively close to their equilibrium value N=2. When two
loops meet, they merge, giving rise to a larger loop [see the
jumps in βðsÞ in Fig. 2(a) for N ¼ 70, 100]. At variance, for
N > 200 (Supplemental Video S1 [44]), when two loops of
size s ≃ 20 get closer, they can thread one into the other,
triggering a cascade of collisions that drives sections of the
backbone to tangle, inducing the collapse of the
entire chain. After such a catastrophic event, the rest of
the ring is progressively recruited in the main tangle (see
Supplemental Video S1 [44]). Such a scenario is also
supported by the tangleness TðtÞ. Indeed, we observe the
tangleness per size TðtÞ=N, at very short times, i.e., when
activity has not yet affected the ring, has a characteristic
value, dependent on the chosen cutoff radius rc (defining
spatial neighbors) and independent on N. Afterward, the
behavior of TðtÞ=N depends on the final steady state.
For short, inflating rings, the tangleness shows a
shallow maximum and then decreases. In contrast, for long
collapsing rings, TðtÞ=N monotonically increases until it
reaches a large constant value. This increment develops on
roughly the same timescales as the growth of argmin½βðsÞ�
but, furthermore, shows two regimes, characterized by a mild
increase first and a steeper slope later on. These latter regimes
highlight the increase of steric interactions and collisions.
TðtÞ and argminðβÞ appear complementary to each other:
The tangleness better captures the “two-step” collapse, while
argmin½βðsÞ� better highlights the universality of this route.
The conformations along the pathway can be further char-
acterized with the torsional order parameter (Supplemental
Fig. S7 [44]). We remark that the collapsed state is, in its
origin, akin to MIPS [6], as both are initiated by collisions
and maintained by self-avoidance. This confirms the result
reported for ghost rings: Without self-avoidance, tangles
cannot form, and the rings are effectively composed by
noninteracting loops (Supplemental Fig. S3 [44]). The
described pathway is common for sufficiently high Pe, while
for Pe ≈ 5 sufficiently long rings may end up in a collapsed
state following a much smoother route (Supplemental
Fig. S6 [44]).

FIG. 2. Route to the steady state: (a) position of the minimum of
the bond correlation; (b) tangleness TðtÞ=N as a function of time,
normalized by τ0, for rings of different lengths at Pe ¼ 100. The
black symbol in (a) marks the time at which the snapshots shown
are taken. Snapshots: N ¼ 100, green; N ¼ 200, blue; N ¼ 500,
orange.
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After the collapse, monomers in the tangle find them-
selves in a complex and tight structure whose dynamics, in
the steady state, is arrested. This can be verified by
computing the surviving fraction of neighbors SðtÞ, defined
as the fraction of the monomer’s neighbors within a radius
rc (excluding the first neighbors along the backbone),
chosen at any arbitrary time t0 during the steady state, that
are still neighbors of the same monomer at t > t0. We fix
the neighboring cutoff rc ¼ 1.2 σ. Since SðtÞ provides a
measure of the permanence of the collapsed configurations,
we expect SðtÞ ∼ 1 for a completely frozen system; other-
wise, SðtÞ decays to a small nonvanishing value after a
characteristic time. Figure 3 shows SðtÞ for N ¼ 500 and
increasing activity (Pe ∈ ½0∶100�). For Pe ≤ 1, rings are not
collapsed and SðtÞ displays a fast decay and plateaus to a
small value, akin to passive rings [55]. As soon as the rings
collapse (Pe ≥ 5), SðtÞ shows a strikingly different behav-
ior. First, at short times (t ≤ τ0), SðtÞ decays mildly due to
the highly mobile dangling sections. This decay occurs on a
timescale comparable to that of passive rings but with
reduced magnitude. The initial decay is followed by a
plateau that lasts several decades and whose time span is
slightly dependent on N (Supplemental Fig. S12 [44]).
Afterward, a second decay is observed, which possibly
plateaus at later times (outside the time frame of the
simulations). This double decay can be found also in the
intermediate scattering function and in the time correlation
of the characteristic vectors of the ring (Supplemental
Figs. S14–S17 [44]). Overall, for every observable con-
sidered, the first decay is due to the contribution of the
dangling sections, whereas the second, much slower, is
related to the complete rearrangement of the bead neigh-
boring environment within a length scale of the order
of σ. Another hallmark of an arrested dynamics appears
also in the distribution of the instantaneous velocities of
the monomers in the steady state [Fig. 4(a)]. As expected,
at equilibrium (Pe ¼ 0) the distribution is Maxwell-
Boltzmann. Interestingly, for Pe≲ 1 the distribution is
again Maxwell-Boltzmann but with an effective

temperature Teff ≃ 1.3kBT⋆. At sufficiently high Pe, the
distributions exhibit two peaks, at v ≪ v0 and v ∼ v0,
respectively. In Fig. 4(a), the peak at small velocities is
given by the monomers trapped in the collapsed section
(Supplemental Fig. S18 [44]), whereas the peak at ν=ν0 ∼ 1
is due to monomers in the dangling sections. Such velocity
distributions remind those observed in MIPS, where active
particles inside the dense phase-separated region experi-
ence a reduced mobility with respect to their counterparts in
the gas phase [56–58]. In particular, comparing Fig. 4 with
Figs. 1 and 3, we note that the velocity distribution varies
continuously upon increasing Pe, whereas neither the Rg
nor SðtÞ are sensitive to such a change. This implies that the
configuration of the polymers, and hence the onset of a
MIPS-like transition, is robust to changes in the velocity
distribution provided that both Pe and N are large enough.
We collect our data into a phase diagram shown in

Fig. 4(b), where four regions can be identified according to
the scaling of Rg with N. At small Pe, active rings retain
their equilibrium scaling for all values of N. For Pe≳ 10,
the scaling of Rg with N depends on the active ring size:
Smaller active rings (N ≲ 100) swell (Rg ∝ N), whereas
larger active rings (N ≳ 200) display arrested, collapsed
configurations with dangling sections. The transition
between these two “phases” occurs via a transition region,
of finite extent, in which the dependence of Rg onN is more
complex (see Fig. 1) and can be either jumping in
between fairly compact and fairly open conformation
(typical for 100 < N < 200) or quasicollapsed but not
arrested conformations (typical for Pe < 5 and N > 300)
(Supplemental Videos S3 and S4 [44]). Finally,
Supplemental Videos S1 and S2 [44] show a rotating
motion and self-propulsion of the collapsed state, due to an
active torque and a nonzero net active force on the
center of mass, respectively [Supplemental Figs. S19 and
S16(a) [44]].
In summary, we have presented the effects of tangential

activity on the conformation of fully flexible self-avoiding
active ring polymers. We have shown that, upon increasing
the activity, there is a conformational transition between
short rings (N ≲ 100) that swell and assume a disklike
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FIG. 3. Fraction of survived neighbors as function of time; data
refer to rings of size N ¼ 500 and several Pe at the steady state.
The gray dashed line is a guide for the eye, highlighting the
intermediate plateau.

FIG. 4. (a) Monomer velocity distributions at the steady state
for fixed N ¼ 500, several Pe. (b) Dynamic phase diagram for
active rings. Symbols refer to state points sampled by means of
numerical simulations: Collapsed rings are reported as blue
squares, inflated rings as red circles, passivelike rings as green
diamonds, and systems showing a more complex behavior as
gray crosses.
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shape and long rings (N ≳ 200) that exhibit a structural
collapse. The nonequilibrium evolution toward the steady
state follows a general route featuring loop formation
growing in size up to a characteristic size ∼20. Then,
for sufficiently long rings, the collapse is triggered by
clashes between monomers belonging to non-neighboring
loops. Finally, the extremely slow structural relaxation of
different observables indicates that the collapsed rings
represent a unique example of arrested macromolecule.
These features are typical of tangentially active ring
polymers and may disappear in the case of isotropic [59]
or scalar [60] activity. Neglecting hydrodynamics has
allowed us to robustly investigate rings of large size for
long timescales. Nevertheless, hydrodynamic interactions
will be crucial to investigate the dynamics and the stability
of the open conformations at small values of N [61].
Granted the phenomenology observed in this paper is
robust, active rings may be exploited to wrap, protect,
and deliver drugs. Furthermore, topology-based materials
have been already proposed [62], for which activity may
change the macroscopic properties, as happens for bio-
polymer networks [63]. Possibly, the most exciting appli-
cation concerns the modeling of self-propelled filaments in
gliding assays [64] and of biophysical systems, exploring
the effect of activity in chromatin [65–67], in bacterial
DNA and in the cytoskeleton [68–70], where the acto-
myosin ring may play a key role in cell division [71], or in
purified protein networks [63,72,73].
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