PHYSICAL REVIEW LETTERS 126, 067001 (2021)

Odd-Parity Spin-Triplet Superconductivity in Centrosymmetric
Antiferromagnetic Metals

Seung Hun Lee,"*? Hong Chul Choi," and Bohm-Jung Yalngl’2’3’>k
'Center for Correlated Electron Systems, Institute for Basic Science (IBS), Seoul 08826, Korea
2Departmenl of Physics and Astronomy, Seoul National University, Seoul 08826, Korea
3Center for Theoretical Physics (CTP), Seoul National University, Seoul 08826, Korea

® (Received 28 June 2020; revised 30 October 2020; accepted 14 January 2021; published 10 February 2021)

We propose a route to achieve odd-parity spin-triplet (OPST) superconductivity in metallic collinear
antiferromagnets with inversion symmetry. Owing to the existence of hidden antiunitary symmetry, which
we call the effective time-reversal symmetry (e€TRS), the Fermi surfaces of ordinary antiferromagnetic
metals are generally spin degenerate, and spin-singlet pairing is favored. However, by introducing a local
inversion symmetry breaking perturbation that also breaks the eTRS, we can lift the degeneracy to obtain
spin-polarized Fermi surfaces. In the weak-coupling limit, the spin-polarized Fermi surfaces constrain the
electrons to form spin-triplet Cooper pairs with odd parity. Interestingly, all the odd-parity superconducting
ground states we obtained host nontrivial band topologies manifested as chiral topological super-
conductors, second-order topological superconductors, and nodal superconductors. We propose that
double perovskite oxides with collinear antiferromagnetic or ferrimagnetic ordering, such as SrLaVMoOyg,
are promising candidate systems where our theoretical ideas can be applied to.
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Introduction.—Magnetism and superconductivity are
two representative quantum mechanical phenomena arising
from spontaneous symmetry breaking. For decades, not
only the individual phenomenon but also the interplay
between them has been a central topic in condensed matter
physics. Especially, motivated by the observation that the
superconducting region usually appears near the magnetic
quantum critical point [1-3], the pairing instability medi-
ated by critical spin fluctuations has been extensively
studied [1-11]. On the other hand, compared to the critical
fluctuation driven superconductivity, the nature of the
superconducting phase coexisting with stable magnetism
has received relatively less attention [12—18]. However,
various materials that exhibit magnetism and super-
conductivity simultaneously have been reported such as
heavy fermion superconductors [19-29], iron-based super-
conductors [30-32], twisted double bilayer graphene
[33-35], etc. Considering that magnetism strongly modifies
the normal state symmetry, which in turn constrains
possible pairing channels, coexisting magnetism and super-
conductivity has a great potential to realize unconventional
superconductivity.

In fact, the structure of Cooper pairs can be significantly
affected by magnetic ordering. For example, in ferromag-
nets, there is no Kramers degeneracy at general k points due
to spin splitting, and the Fermi surface is spin polarized.
Therefore, in the weak coupling limit where the spin-
splitting energy is bigger than the pairing energy scale,
Cooper pairs must be formed by equal-spin electrons, and
the spin part of their wave function must be a triplet [36].
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On the other hand, a collinear antiferromagnetic (AFM)
ordering constrains Cooper pairs in a different manner
[37-39]. Since a collinear AFM ordering preserves an
effective time-reversal ® symmetry (¢TRS), defined as
time-reversal operation ® followed by a half lattice trans-
lation 1/, [37-39], if the system possesses additional
inversion P symmetry, the Kramers degeneracy at general
k points remains unlifted (see Fig. 1), unlike in ferromag-
nets [40]. Dominant spin-singlet pairing reported for
several AFM superconductors [12,13] in earlier studies
can be understood in this way. Therefore, to achieve stable
spin-triplet pairing in the AFM system as in ferromagnetic
systems, it is necessary to break the eTRS.

In this Letter, we propose a way to realize odd-parity
spin-triplet (OPST) superconductivity in two-dimensional
(2D) centrosymmetric collinear antiferromagnets. Here, the
central idea is to introduce a perturbation that breaks local
inversion symmetry between neighboring sites while keep-
ing the inversion about a lattice site, such as staggered
potential (SP) or antisymmetric spin-orbit coupling
(ASOC) [41-43]. SP can arise when the sublattices are
occupied by different magnetic ions while ASOC can
generally appear in layered perovskite materials with
rotation distortions of oxygen octahedra. Since SP or
ASOC makes the sublattices inequivalent, eTRS is also
broken [39]. Thus, in the presence of SP or ASOC, the
Fermi surface of the AFM system becomes spin split, so
that spin-triplet pairing can be predominant as in ferro-
magnets. Furthermore, it is found that the OPST pairing
drives the AFM system with SP to be one of the following
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FIG. 1. (a) A two-dimensional (2D) collinear antiferromagnet
invariant under the effective time-reversal symmetry ® = 1, 20.
(b) A 2D collinear antiferromagnet with staggered sublattice
potential eg,, which breaks ©. The atoms with different on-site
potential energies (5, # 0) are distinguished by white and gray
colors. (c) The spin-degenerate Fermi surface when eg, = 0.
(d) Similar figure as (c) when ey, # 0, where the Fermi surfaces
are spin polarized.

topological superconductors (TSCs): a chiral (spin-chiral)
TSC with a nonzero Chern (spin-Chern) number, and a
nodal TSC. The chiral TSC is robust against the inclusion
of spin-orbit coupling (SOC) while the stability of the spin-
chiral TSC against SOC requires mirror or spin-reflection
symmetry. Interestingly, once the mirror or spin-reflection
symmetry is broken, the spin-chiral TSC with SOC turns
into a second-order TSC.

Model.—We consider a tight-binding model for a
Néel ordered antiferromagnet on a square lattice. For
simplicity, we include up to the nearest-neighbor (NN)
hoppings in our model Hamiltonian & = 37, ¢} H,, (k) ey,
where cl = (CLM, ciBT,ciAi, CLBL), and H,, (k) =
2t(cos k, 4 cos k)07, = €yy(K)0p7,. 0 and 7 are Pauli
matrices representing the spin (1, |) and sublattice (A, B)
degrees of freedom, respectively. Then, to describe the
effect of the collinear AFM ordering, we introduce a mean-
field approximated exchange coupling term —m - 67, so
that the Hamiltonian becomes

HO(k) = enn(k)O-OTx —m-ot7, (1)

whose energy spectrum is doubly degenerate at every k
point in the Brillouin zone due to the inversion P = o7,
and eTRS © = ic,7, K [44].

However, if we take into account SP or ASOC in the
form of ego07, or Y., 2vi(cosk, + cosky)oiT,=

€asoc(K) - 67, respectively, which breaks the inversion

between neighboring sites while keeping the inversion
about a lattice site, we immediately find that eTRS is
broken and spin degeneracy is lifted. For the rest of this
work, we study the universal properties of the AFM
superconductivity considering SP only. In the case of
ASOC, since the details of v significantly affect the
symmetry of the system, more specific information from
materials is necessary to examine its influence. The final
form of the normal state Hamiltonian is then given by
H(k) = Hy(k) + e,007. Figure 1 shows spin expectation
values of the eigenstates of H (k) on the Fermi surfaces for
m = (m,0,0) without ey, [Fig. 1(c)] and with a finite €,
[Fig. 1(d)]. In contrast to the spin-degenerate Fermi surface
in Fig. 1(c), each Fermi surface in Fig. 1(d) is indeed spin
polarized.

Group theoretical classification of pairing functions.—
To describe superconductivity, we consider short-ranged
density-density interactions

Hy = ~U / dr 3"y (1) (1)

I=A,B

—V/drzzznla(r)nl’a’(r+6i)7 (2)

Al o6 i

where U and V denote the on-site and NN-site attractive
interactions, respectively. We take the Nambu basis in the
form of W] = (cf,c_y), and write the Bogoliubov—
de Gennes (BdG) Hamiltonian as 3, ¥ Hpqg (k) ¥y with

H(k) —p
A'(k)

A(k)

o (k) = ( i) @
where p and A (k) denote the chemical potential and mean-
field pairing interaction, respectively. In general, it is able
to express the pairing function in the basis of &;7;’s
as A(k) =3, fij(k)5;z;, where &; = 0;(ic,). Because
of the fermionic statistics, A(k) must satisfy
A(k) = —AT(=Kk). Following the Sigrist-Ueda method
[45], we classify possible pairing functions that can arise
from H,, by the irreducible representations (IRs) of the
point group for two representative collinear AFM structures
with high symmetry: out-of-plane AFM (O-AFM) ordering
along [001] direction, and in-plane AFM (I-AFM) ordering
along [100] direction. In the presence of the O-AFM
(I-AFM) ordering m = (0,0, m) [(m,0,0)] together with
SP, the system belongs to Cj, (C3;,) point group, whose
principal axis is the z axis (x axis). Hereafter, we denote the
yth gap function that belongs to the I IR by [f (k)cn]]}:. As
each gap function represents an independent pairing
channel, we define a corresponding order parameter as
Ay ==V, (ci[f(K)ot]} *¢ex), where V) = U(V) for intra-
sublattice (intersublattice) channels. Then a general expres-
sion of a pairing potential that belongs to the I’

representation reads A'(k) = > AJ[f(k)oz], and the
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TABLE 1. Superconducting gap structures (GS) of various
pairing channels. FG indicates that the bulk is fully gapped.
NP indicates that pairs of nodal points appear. NG means there is
no superconducting gap.

AFM A£ [f(k)aﬂg GS
O-AFM At sink, 5,7, + sin k,,7, FG
N sink,&,7, — sink,,7, FG

A sink, 5,7, — sink,&,7, FG

Ag” Sin k&7, + Sin kyG, 7, FG

Others NG

I-AFM A sin k, 5,7, NP
Afr sink,.7, NP

NG sin k,&,7, NP

Af “ sink, 6,7, NP

Others NG

corresponding BdG Hamiltonian is denoted by Hy,g (k). In
Table I, we summarize the result of the group theoretical
classification and the gap structure analysis for various I'’s
and y’s.

Referring to Table I, only the gap functions in the A, and
B, IRs can open superconducting gap on the Fermi surfaces
in the weak-pairing limit, while others cannot. It means
that, only OPST channels in the A, and B, IRs can
contribute to the superconducting instability, for both the
O-AFM and the I-AFM cases. The gap structures of
AT(k)’s when there are two Fermi surfaces around the I’
point are visualized in Fig. 2.

Mean field theory and Ginzburg-Landau free energy.—
To determine the leading instability and find the exact

FIG. 2. The superconducting gap structures for (a) A% (k) and
AB«(Kk) of the O-AFM, (b) A%« (k) of the I-AFM, (c) A8« (k) of
the I-AFM. The red and blue solid lines represent the Fermi
surfaces. The distance between a solid line and a dashed line with
the same color represents the size of the relevant superconducting
gap on the Fermi surface. (d) Schematic figure for cases (i), (ii),
and (iii) with different Fermi levels shown together with the
energy spectrum of the normal state, +4, (k).

forms of AT(k)’s in the superconducting states, we proceed
to solve the linearized gap equation. The free energy of the
system is given by

—éZlAEIz—;ZZm o} + &)L (4)
y N kn

where @y is the Nth fermionic Matsubara frequency, and
&,(K) is the negative eigenvalue of Hh,;(k) with nth
smallest absolute value. The range of the summation over n
changes depending on p, because we are interested only in
the energy bands which cross the Fermi level. Thus, we
consider three different cases: case (i) mind_(k) <
lu| < minl, (k), case (i) minA, (k) < |p| < maxA_(k),
and case (iii) maxA_(k) < |u| < max1,(k), where

Ay = \/(m + €,,)? + €3, (k). Here min 4 (max 4) denotes

the minimum (maximum) value of 4. In case (i) [case (iii)],
only &; (&) is included in the summation, while in case (ii),
&, and &, are included [see Fig. 2(d)].

Using polar forms of the complex numbers
Al = |Al[ei, the equilibrium conditions are given by

022 (k) /96!

ﬁ:__zzw,vﬂf K- ®)
OF AT /aw|
a|A5| v Ayl EN:; a)N+§2 =0, (6)

where Eq. (6) is the so-called linearized gap equation. For
I'=A, and B,, our model gives that both 9F/J0] and
OF |06}, are proportional to |A][|A}| cos (6] — 6Y), imply-
ing that the free energy is minimized when either one of the
two order parameters vanishes, or cos (6! —65) =0 (i.e.,
|Al| = +i|AT|). However, when |Al| = +i|Al], the pair-
ing interaction can induce the gap only on one of the two
possible Fermi surfaces. Thus, (A}, A}) = (A, 0) or (0,A)
is favored for case (ii), while one of the two solutions
(AT, AY) = A(i, 1) or A(1,i) is favored for cases (i) and
(iii). The transition temperature for each case can be
calculated by solving Eq. (6). However, we note that our
model does not have enough anisotropy to differentiate the
transition temperatures of the superconducting states in the
A, and B, IRs, unless extra perturbations allowed by the
symmetry enter the Hamiltonian. For example, in the I-
AFM case, the two representations can be distinguished if
the hopping amplitudes along the x and y directions are
different.

Topological superconductivity (TSC).—Odd-parity pair-
ings play a key role in TSC in centrosymmetric systems
[46-48]. Here we study the topological properties of the
OPST superconducting states in the A, and B, IRs,
obtained above. Both the O-AFM and the I-AFM super-
conductors belong to the D symmetry class in the Altland-
Zirnbauer (AZ) classification table [49-52]. However, the
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quasiparticle spectrum of the O-AFM superconductor is
fully gapped, while that of the [-AFM superconductor has
gapless nodes. Thus, we treat the two cases separately.
To check the topological properties of the O-AFM
superconductors, we calculate the Wilson loop eigenvalue
spectrum of the occupied bands of Hg (k) [53,54]. Since
the spin-up and spin-down sectors of Hk; (k) are totally
decoupled, Hk (k) can be reduced into two blocks as

r _ My (k) 0
ootk = ("5 ) O

We find that Hi,¥ (k) [Hp1d (k)] has a nontrivial winding
in its Wilson loop spectrum in case (i) [case (iii)], while the
0t¥e¢riblock dlges not. It indicates that the occupied bands of
Hiay (k) (Hi 1 (K)) have a nonzero Chern number. On the
other hand, both blocks carry finite Chern numbers but with
opposite signs in case (ii), making the total Chern number
of the system zero. This result agrees well with the
Fu-Berg-Sato criteria for diagnosing band topology
il}“ ggentrosy?gnetric syslt_ems [46,47]. We note that
Cric = —Cgig » where Cpil denog_es the Chern number
carried by the occupied bands of Hy{3 (66 = 11 or | |).
Corresponding to the nontrivial bulk topology, gapless
modes appear on the edges of the system [55-60]. To
confirm this, we have performed the finite-size tight-
binding model calculation for the system in a ribbon
geometry. Figure 3(a) displays the result for I' = A, in
case (ii). In fact, the two blocks in Eq. (7) are nothing but
the mirror M, invariant sectors with the eigenvalues £1,
respectively, where M_: (x,y,z) = (x,y,—z). Thus, the
case (ii)) O-AFM superconducting state can be interpreted
as a mirror Chern superconductor, whose M, = +1 eigen-
sectors are analogous to chiral p-wave superconductors
with the Chern number 1 [61]. If the system preserves the
M symmetry, the above discussion is still valid even in the
presence of SOC. When M, is broken, the two edge
channels of case (ii) superconductor mix and open a gap
[Fig. 3(b)], leading to a second-order TSC protected by
inversion symmetry [62,75-77].

In the I-AFM case, as A%(k) «sink,
[AB«(k) o sink,], there are nodes at the points where
the k, (k,) axis intersects the Fermi surfaces as shown in
Fig. 1. However, these nodes can be pairwise annihilated by
adding symmetry-preserving perturbations [see Fig. 3(c)],
which give gapped bulk states. When the spin-reflection
symmetry S, = io, exists, as the spin-up and spin-down
edge states are decoupled, the I-AFM superconductor
becomes a spin-chiral (chiral) TSC for case (ii) [case (i)
and (iii)], similar to the O-AFM cases. When S, breaking
SOC exists, the edge states of the spin-chiral TSC are
gapped. Interestingly, the resulting gapped phase turns out
to be a second-order TSC protected by inversion symmetry
[75,76]. The edge states of various TSCs for I-AFM
superconductors are shown in Fig. 3(c).
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FIG. 3. (a) (Left) The Wilson loop eigenvalue spectra of

HasdT (k) (upper) and Hpst' (k) (lower) for the case (ii)
O-AFM superconductor. The two block Hamiltonians have the
opposite Chern numbers. (Right) Energy spectrum for an edge of
a finite-size system with a ribbon geometry extended along
x'(1,1,0) direction while having a finite length along y'(—1, 1,0)
direction. The chiral edge modes originate from spin-up (blue)
and spin-down (red) bands. (b) (Left) Gapped edge spectrum due
to the M, breaking SOC. (Right) Corresponding zero-energy
corner modes. (c) (Left) Energy spectrum of a ribbon geometry
described in (a) for the case (ii) I-AFM superconductor. (Middle)
Gapped bulk and gapless edge spectra after pair annihilation of
bulk nodes. (Right) Gapped edge spectrum in the presence of
SOC breaking spin-reflection symmetry. The parameter values
used to generate this figure are 1 = 0.667, m = 0.314, ¢, = 0.2,
u=—1.0, and A = 0.1. We take 3¢#/2 = 1 as the energy unit.

Application to double perovskites.—We propose that a
class of materials called double perovskites (DPs) with a
formula A,BB’Og [78] is a promising candidate where our
theoretical idea can be tested. The DPs share the same
lattice structure as conventional centrosymmetric perov-
skites. However, composed of two different species of
transition metals B and B’, they can be seen as lattice
systems with SP. Moreover, ASOC can also arise from
rotations and tilts of oxygen octahedra in the DPs. The DPs
have long been expected as candidates for exotic magnetic
phases such as half-metallic AFMs [79-84] and metallic
AFMs [85,86]. Especially, by first-principles calculations,
we predict that a doped DP (C-type) SrLaVMoOg is a
metallic compound whose nearest neighbor V and Mo sites
have antiferromagnetically (or ferrimagnetically) ordered
local spin moments (see Supplemental Material [62]).
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FIG. 4. (a) Lattice structure of the C-type SrLaVMoOg. (b) The
Fermi surfaces of the C-type SrLaVMoOg on k, = 0 plane
obtained by first-principles calculations. Red and blue lines
denote spin-up and spin-down Fermi surfaces, respectively.
(c) A schematic interpretation of the Fermi surfaces.

Figure 4 shows that the Fermi surfaces of SrLaVMoOgq are
spin split as expected. Since the layered structure of DPs is
also available by partitioning the bulk crystal with organic
cations [87], we anticipate that our model, the square lattice
antiferromagnet with SP on its sublattices, can be realized
in the DP compound like SrLaVMoOg.

Conclusions.—We propose that 2D AFM metals with
broken eTRS favors OPST superconducting states. As
shown in the Supplemental Material [62], our mean field
solutions are stable against RPA-type flucutations due to
the spin anisotropy of AFM normal states. Also we
confirmed that our OPST pairing is more stable than the
Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) pairing in the
weak-pairing limit, especially when SP is large, as the
FFLO pairing cannot open the gap at the Fermi surface (see
Supplemental Material [62]). We believe that the super-
conductivity of AFM metals provides a promising platform
for searching new types of TSCs protected by magnetic
space group symmetries associated with the background
magnetic ordering. Finally, we note that our OPST super-
conductivity of AFM metals is distinct from the super-
conductivity arising from local noncentrosymmetry in
paramagnetic metals [41], and also from the parity-mixed
spin-triplet superconductors featured in noncentrosymmet-
ric antiferromagnets [13,15,88].
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