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We study the impact of quenched random potentials and torques on scalar active matter. Microscopic
simulations reveal that motility-induced phase separation is replaced in two dimensions by an
asymptotically homogeneous phase with anomalous long-ranged correlations and nonvanishing steady-
state currents. Using a combination of phenomenological models and a field-theoretical treatment, we show
the existence of a lower-critical dimension dc ¼ 4, below which phase separation is only observed for
systems smaller than an Imry-Ma length scale. We identify a weak-disorder regime in which the structure
factor scales as SðqÞ ∼ 1=q2, which accounts for our numerics. In d ¼ 2, we predict that, at larger scales,
the behavior should cross over to a strong-disorder regime. In d > 2, these two regimes exist separately,
depending on the strength of the potential.
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The influence of disorder on active systems has attracted
a lot of interest recently [1–14]. In particular, long-range
order has shown a surprising stability against the intro-
duction of quenched disorder [15–21]. For systems belong-
ing to the Vicsek universality class, where the order
parameter has a continuous symmetry, the lower-critical
dimension was shown to be dc ¼ 2: long-ranged polar
order is observed in d ¼ 3 and quasi-long-ranged order in
d ¼ 2 [16–18]. This makes such active systems more
robust to disorder than equilibrium ones with a continuous
symmetry, for which dc ¼ 4 [22–28].
While a lot of effort has been devoted to polar aligning

active matter, comparatively less is known on the influence
of disorder on the collective properties of scalar active
matter, when the sole hydrodynamic mode is the density
field. There, the combination of self-propulsion and kinetic
hindrance leads to motility-induced phase separation
(MIPS), even in the absence of attractive interactions, in
dimensions d ≥ 2 [29–46]. Despite important differences,
MIPS shares many features of an equilibrium liquid-gas
phase separation. The latter is stable to disorder above a
lower-critical dimension dc ¼ 2, and it is natural to ask
whether the same holds for MIPS.
In this Letter, we address this question by studying model

systems of scalar active matter in the presence of quenched
random potentials and torques using a combination of
analytical and numerical approaches. The relevance of our
results to experimental systems is discussed in the
Conclusion. We show that MIPS is destroyed for d ≤ dc
with dc ¼ 4: The system only looks phase separated below
an Imry-Ma length scale. Instead, disorder leads to asymp-
totically homogeneous systems with persistent steady-state
currents. For d > 2, the system is either in a weak- or

strong-disorder regime depending on the strength of the
random potential. In the weak-disorder regime, the system is
shown to exhibit self-similar correlations with a structure
factor decaying as a power law, SðqÞ ∼ q−2, at small wave
numbers q. This behavior is very different from that of an
equilibrium scalar system, where correlations are short
ranged with a structure factor behaving as a Lorentzian
squared [28,47]. In d ¼ 2, we instead predict a crossover
between weak- and strong-disorder regimes at a length scale
that we identify. Numerically we only observe the weak-
disorder regime, in which we measure a pair-correlation
function that decays logarithmically, in agreement with our
analytical predictions. Interestingly, our results show that,
contrary to what was reported for the transition to collective
motion [16,17], scalar active systems are more fragile to
disorder than passive ones. Our results are presented for
random potentials but naturally extend to random torques, as
shown in the Supplemental Material [48].
Numerical simulations.—We start by presenting results

from numerical simulations of N run-and-tumble particles
(RTPs) with excluded volume interactions on a two-
dimensional lattice [42–44,51,52] of size L × L and peri-
odic boundary conditions. Each particle has an orientation
êθ ¼ ðcos θ; sin θÞ with θ ∈ ½0; 2πÞ and reorients to a new
random direction with rate α. In the absence of disorder,
activity is accounted for by hops from the position ⃗i
of a particle to any neighboring site j⃗ ¼ ⃗iþ û with rate
W ⃗i;j⃗ ¼ max ½vû · êθ; 0�, where v controls the propulsion
speed. Interactions between the particles are accounted for
by modifying the hopping rates according to Wint

⃗i;j⃗
¼

W ⃗i;j⃗ð1 − nj⃗=nMÞ with nj⃗ as the number of particles at j⃗
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and nM as the maximal occupancy. For large enough v=α
and densities, as shown in Fig. 1(a), the system displays
MIPS [42]. The quenched disorder is modeled using
W ⃗i;j⃗ ¼ max ½vû · êθ − ðVj⃗ − V ⃗iÞ; 0� with V ⃗i a random

potential drawn from a bounded uniform distribution
V ⃗i ∈ ½−ΔV;ΔV�. Here, the lattice spacing and the mobility
are set to one.
Surprisingly, Fig. 1(b) suggests that the phase separation

is washed out by the random potential. The resulting
disordered phase displays, however, a nontrivial structure,
suggestive of interesting correlations. We quantify

the latter using the pair-correlation function gðrÞ ¼
ð1=L2ÞPjhnj⃗nj⃗þr⃗i where r≡ jr⃗j, the brackets represent
a steady-state average, and the overline denotes an average
over disorder realizations. In the absence of disorder, phase
separation translates into a linear decay of gðrÞ, as shown
in Fig. 1(c). On the contrary, in the presence of disorder,
the correlations are found to decay logarithmically,
gðrÞ ∼ logðL=rÞ, as shown in Fig. 1(d). This corresponds
to a structure factor SðqÞ ∼ q−2 for small q.
To explain the disappearance of phase separation and the

emergence of nontrivial correlations, we first introduce a
phenomenological model that captures the latter in a dilute
system. This then suggests a field-theoretic perspective
that predicts the existence of weak- and strong-disorder
regimes. It first allows us to characterize the disorder-
induced persistent currents that flow in the system and then
to come back to the arrest of MIPS. Using the field theory,
we identify the lower-critical dimension as dc ¼ 4 and
estimate the Imry-Ma length scale above which phase
separation is arrested in d < 4.

Phenomenological model for a dilute system.—Random
potential and torques impact many aspects of the single-
particle dynamics. As we show, all the emerging pheno-
menology reported here can be traced back to a single
aspect: the emergence of ratchet currents. When a localized
asymmetric potential centered around r0 is placed in an
active fluid of noninteracting RTPs, the stationary density
field hρðrÞi in the far field of the potential is [53]

hρðrÞi ¼ ρ0 þ
βeff
Sd

ðr − r0Þ · p
jr − r0jd

þOðjr − r0j−dÞ: ð1Þ

Here, Sd ¼ 2πd=2=Γðd=2Þ, ρ0 is the density of the active
fluid, βeff ≡ 2α=v2, and the mobility of the particles is set to
one. The vector p is given by the average force exerted by
the potential on the active fluid and is thus proportional to
the overall density. In the presence of torques, Eq. (1) still
holds but with a renormalized p [48]. Given the analogy
between Eq. (1) and electrostatics, we follow Ref. [53] and
refer to the force p as a dipole.
With Eq. (1) in mind, we consider a phenomenological

model in which the bounded random potential is modeled
as a superposition of random independent dipoles. Each
dipole exerts a force on the active particles in a direction
dictated by the local potential, as sketched in Figs. 2(a)
and 2(b). To test this random dipole picture numerically, we
measure in Fig. 2(c) the force fðAÞ exerted along an
arbitrary direction by the random potential on the particles
inside an area A. Consistent with our phenomenological
model, fðAÞ scales as ffiffiffiffi

A
p

. This should be contrasted with
equilibrium systems, where fðAÞ is expected to scale as
A1=4. Indeed, a random bounded potential VðrÞ leads,
in equilibrium, to a force density ∝ β−1ρ0∇ expð−βVÞ.
Integrating over an area A solely leads to a boundary
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FIG. 1. Snapshots of simulations (a) without and (b) with
disorder. Color encodes density, obtained by averaging occupan-
cies over four neighboring sites. (c) The pair correlation functions
are shown in linear scale with (black) and without (red) disorder.
(d) Pair correlation with disorder using log-linear scale. The
dashed lines correspond to linear (red) and logarithmic (black)
decays. Parameters: (a),(b) L ¼ 300; (b) ΔV ¼ 7.5; v ¼ 13,
α ¼ 1, nM ¼ 2, ρ0 ≡ N=L2 ¼ 1.
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FIG. 2. (a) In d ¼ 1, asymmetric potentials leads to a nonzero
average force on the particles, indicated by a bold arrow. This is
accompanied by a nonvanishing ratchet current. (b) In d ¼ 2, a
random potential leads to a steady-state field of random forces
exerted on the particles. (c) Measurement of the force fðAÞ
exerted on the active particles inside a region of area A in the
presence of a random potential. The amplitude of the force is
quantified by jfðAÞj≡ ½f2ðAÞ�1=2, where fðAÞ is obtained by
time averaging

P
⃗i∈A n⃗iðV ⃗iþe⃗ − V ⃗i−e⃗Þ=2 with e⃗ as an arbitrary

unit vector.
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contribution proportional to
R
∂A expð−βVÞn⃗dl. Only the

fluctuations of VðrÞ contribute, leading to the A1=4 scaling.
Figure 2(c) thus highlights the nonequilibrium nature of the
system: the ratchet effect induced by the random potential
leads to an emerging force field with short-range correla-
tions. Finally, the scaling of FðAÞ as ΔV3 in this dilute
regime is consistent with a perturbative result, which
predicts jpj ∼ ΔV3 as ΔV → 0 [53], despite the relatively
large values of ΔV used here.
We now use the phenomenological model to predict the

structure factor based on the random dipole picture. The
dipole density field PðrÞ is randomly drawn from a
distribution such that the spatial components of P
satisfy PiðrÞ ¼ 0 and PiðrÞPjðr0Þ ¼ χ2δijδ

dðr − r0Þ, nota-
bly lacking spatial correlations in PðrÞ. Denoting
hϕðrÞi≡ hρðrÞi − ρ0, a direct computation, detailed in
[48], leads from Eq. (1) to the disorder-averaged structure
factor

SðqÞ≡ hϕðqÞϕð−qÞi ¼ β2effχ
2

q2
; ð2Þ

with q≡ jqj. Note that, in the dilute (noninteracting)
regime, the computation simplifies thanks to SðqÞ ¼
hϕðqÞihϕð−qÞi. Including interactions between the par-
ticles is possible at the level of Eq. (1) [54], which would
only change the prefactor of q−2 in Eq. (2). We stress that
these predictions, illustrated for scalar active matter, should
hold for many active systems, including polar and nematic
ones, in the disordered phase. In [48] we indeed report
long-range correlations in a dilute system with aligning
interactions.
Remarkably, the functional form of SðqÞ predicted by the

phenomenological model agrees well with our numerics
even when the particle density is not small, see Fig. 1(d).
Building on the successful predictions of the phenomeno-
logical model, we now propose a field-theoretical descrip-
tion of scalar active matter subject to quenched random
potentials.
Field-theoretic treatment.—Our results suggest that the

overall density is homogeneous at large scales, with small
fluctuations, so that the system can be described by a linear
field theory. This assumption will be checked in the section
on the strong-disorder regime using a self-consistency
criterion. To model the force field emerging from the
ratchet effect due to the bounded random potential VðrÞ,
we introduce a quenched random force density fðrÞ acting
on the active fluid. We consider the dynamics

∂
∂tϕðr; tÞ ¼ −∇ · jðr; tÞ; ð3Þ

jðr; tÞ ¼ −∇μ½ϕ� þ fðrÞ þ
ffiffiffiffiffiffiffi
2D

p
ηðr; tÞ; ð4Þ

where ϕðr; tÞ denotes density fluctuations, jðr; tÞ
is the linearized current, and ηðr; tÞ is a unit Gaussian

white noise field. The mobility is set to one and
the random force density satisfies fiðrÞ ¼ 0 and
fiðrÞfjðr0Þ ¼ σ2δijδ

dðr − r0Þ. To linear order in ϕ we set

μ½ϕðr; tÞ� ¼ uϕðr; tÞ − K∇2ϕðr; tÞ; ð5Þ

with u;K > 0 to ensure stability. Note that, in the small-
fluctuation regime, η and f are independent of ϕ, while σ,
D, u, and K generically depend on the mean density ρ0.
Much work has been done, in other contexts, on a single-
particle subject to a random force [55,56]. Our results
complement these classical works at the level of collective
modes. The structure factor is then given by [48]

SðqÞ ¼ σ2

q2ðuþ Kq2Þ2 þ
D

ðuþ Kq2Þ : ð6Þ

Note that the small q behavior of the structure factor
reproduces the scaling SðqÞ ∝ q−2 predicted by the phe-
nomenological model and observed in the numerics of
Fig. 1. In fact, comparing Eqs. (2) and (6) shows that σ=u is
proportional, in the dilute regime, to the inverse effective
temperature: σ=u ∝ χβeff [57]. Interestingly, noise and
interactions are subleading as q → 0.
To further understand this result, we use a

Helmholtz-Hodge decomposition of the random force
field: fðrÞ ¼ −∇UðrÞ þ ξðrÞ. Here UðrÞ is an effective
potential reconstructed from the random force. Its
statistical properties, as we show below, are very different
from those of the potential VðrÞ which is short-
range correlated. The reconstructed vector field ξðrÞ
satisfies ∇ · ξðrÞ ¼ 0, so that it impacts the current j
but does not influence the dynamics of the density field.
To enforce the delta correlations of fðrÞ together
with its statistics, we set UðqÞUðq0Þ ¼ σ2q−2δdq;−q0 ,

ξiðqÞξjðq0Þ ¼ σ2ðδij − qiq0j=q
2Þδdq;−q0 , and UðqÞξðq0Þ ¼ 0

so that U and ξ are intimately related. Inserting the
decomposition into Eqs. (3) and (4) shows that the density
fluctuations of active particles in the disordered setting
behave as those of passive particles in an effective potential
UðrÞ. The statistics of UðrÞ are those of a Gaussian surface
[59]—a self-affine fractal with deep wells. This effective
potential captures the component of the nonequilibrium
current j, which accounts for both the clustering and the
long-range correlations observed in our numerics. [See
Fig. 1(b) and Supplemental Videos [48], which show how
MIPS is destabilized by the introduction of the random
potential].
Persistent currents.—The random force density fðrÞ is a

nonconservative vector field due to the divergence-free
part ξðrÞ. While this term does not influence the density
field, it induces currents in the system. To quantify them,
we consider a closed contour C. Taking the curl of the
total current and averaging over noise, one finds
h∇ × ji ¼ ∇ × ξ. Integrating this relation over a domain
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enclosed by C, we obtain, using Stokes’ theorem, that
the circulation of hji is entirely controlled by ξ:
JðCÞ≡ H

C dl · jðrÞ ¼
H
C dl · ξðrÞ. JðCÞ is thus a sum of

uncorrelated random numbers and we predict its variance to
scale as the perimeter of the contour C, with a slope
proportional to the disorder strength σ. This is confirmed by
our numerics in Fig. 3(b). Furthermore, the steady-state
current induced by a realization of the random potential is
shown in Fig. 3(a). It should be contrasted with the
equilibrium case in which currents vanish in the steady
state.
Strong-disorder regime and self-consistency of

the linear theory.—The linear theory used in the
previous section is valid as long as density fluctuations
are small compared to the mean density. To detect
a possible departure from this scenario, we measure
the density fluctuations across a length l through

hδρ2ðlÞi ¼ 2½gðaÞ − gðlÞ�, where a is a short-distance
cutoff. The fluctuations have to remain small compared

to the natural scales of the density field: hδρ2ðlÞi ≪ ρ2b
with ρb ≡minðρ0; ρM − ρ0Þ. Here ρ0 and ρM are the
average and maximal particle densities. Using Eq. (6),
we find for large l

hδρ2ðlÞi
ρ2b

¼
8<
:

σ2 lnðl=aÞ
πu2ρ2b

for d ¼ 2

σ2a2−d

ðd−2ÞSdu2ρ2b
for d > 2:

ð7Þ

For d > 2, the linear theory thus holds if
σ ≪ uρb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðd − 2ÞSdad−2

p
, namely, whenever the disorder

is weak enough. For strong enough disorder, the break-
down of the linear approximation indicates the possibility
of a different behavior for SðqÞ. For d ¼ 2, the criterion
is valid only for length scales satisfying l ≪ l� with
l� ≡ a expðπu2ρ2b=σ2Þ. Note that this length scale is
exponential in the square of the ratio between the effective
temperature and the disorder strength, since σ=u ∝ βeffχ.
This can be estimated using Fig. 2, leading to very large
length scales, well beyond the reach of our numerics.

We suggest in the Supplemental Material [48] an alternative
numerical approach to study the strong-disorder regime in
d ¼ 2 using passive particles in a Gaussian surface. The
resulting correlation function shows clear deviations from
the logarithmic behavior on large length scales.
Lower-critical dimension.—Our linear theory offers an

avenue to test the stability of phase separation against weak
disorder. To do so, we note that the Helmholtz-Hodge
decomposition implies that the dynamics of ϕðrÞ are
similar to an equilibrium dynamics in a correlated random
potential UðrÞ. This allows employing an Imry-Ma
argument [22,23] in order to obtain the lower-critical
dimension dc below which phase separation is suppressed
at large scales. To do so, we consider a domain of linear
size l. The surface energy of the domain is given by γld−1,
with γ as the surface tension [60]. On the other hand, the
contribution of the disorder to the energy of the domain is,
to leading order, EðlÞ ¼ R

ld d
dr0ρ0Uðr0Þ. The typical

energy of a domain of size l is thus given byffiffiffiffiffiffiffiffiffiffiffiffi
EðlÞ2

q
¼ σρ0lðdþ2Þ=2. Comparing the two energy

scales shows the lower-critical dimension to be dc ¼ 4.
In lower dimensions, the contribution of the surface
energy is negligible on large enough length scales
and a system of size L does not phase separate if
L ≫ lIM ≃ ½γ=ðσρ0Þ�2=ð4−dÞ, which we call the Imry-Ma
length scale. Numerically, we indeed confirm that the
coarsening to a single macroscopic domain is only
observed for small system sizes. Correspondingly, a tran-
sition from linearly decaying to logarithmically decaying
pair-correlation functions with increasing L is reported in
the Supplemental Material [48].
Note that the Imry-Ma argument rules out the existence

of a macroscopic ordered, dense phase. Alternatively, the
absence of MIPS could stem from the suppression of the
feedback loop between a slowdown of particles at high
density and their tendency to accumulate where they move
slower. Reformulated as a mean-field theory, this feedback
loop translates into an instability criteria for a homo-
geneous system of density ρ whenever ρv0ðρÞ < −vðρÞ
[29,38], where vðρÞ is an effective propulsion speed in a
system of density ρ. We report in Fig. 4 the measurement of
vðρÞ for our system, defined as the mean hopping rate of
particles along their orientation, with and without the

(a) (b)

FIG. 3. The current induced by disorder and its statistical
properties. (a) Current vector map for a realization of disorder.
The color code is the steady-state current normalized by the
maximum value measured. (b) The variance of the sum of current
JðCÞ along a contour C as a function of the its perimeter c.
Parameters: v ¼ 13, α ¼ 1, ΔV ¼ 6.5 in (a).

(a) (b)

FIG. 4. Measurement of the effective self-propulsion speed vðρÞ
in our simulations (a) without and (b) with disorder for v ¼ 13 and
α ¼ 1. Both systems exhibit a similar decay that, in the absence of
disorder, would lead to MIPS. Note that the kink observed for vðρÞ
in (a) stems from the occurrence of phase separation.
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random potential. Both systems show a similar decay
which, at mean-field level, would predict the occurrence
of MIPS. It is thus the nontrivial correlations induced by
disorder that make MIPS disappear at large scales, despite
an underlying instability at mean-field level. The disorder-
induced disappearance of MIPS thus has a very different
origin than its arrest by diffusiophoretic [62,63] or hydro-
dynamic [64] interactions that directly prevent a kinetic
hindrance at the microscopic scale.
Conclusion.—In this Letter, we have shown how random

quenched potentials and torques lead to a nontrivial phase in
scalar active matter with anomalous correlations that prevent
phase separation. Interestingly, while the transition to
collective motion is more robust to disorder than the
corresponding ferromagnetic transition in equilibrium
[16,17], the converse holds for scalar phase separation:
the lower-critical dimension is larger in the active case
(dc ¼ 4) than in the passive one (dc ¼ 2). We also note a
strong difference between the one-dimensional active case,
in which disorder promotes clustering [10], and the two-
dimensional one, in which MIPS is destroyed by disorder at
large scale. We expect our results, presented here for RTPs,
to hold for generic scalar active systems, including active
Brownian and active Ornstein Uhlenbeck particles.
Experimentally, we expect our results to be relevant for a
large class of systems. Long-ranged correlations, forces on
obstacles, and current circulations could be tested using self-
propelled colloids [65,66] and shaken grains [67] on
irregular surfaces—at least in their dilute, disordered
phase—as well as swimming bacteria in disordered media
[12,13]. The suppression of phase separation and MIPS-
related physics could be studied in experiments using self-
propelled colloids [31,68] or bacteria [69,70]. It would also
be of interest to see whether the bubbly phase, uncovered
recently in [41,61], exhibits different behavior under
disorder. Finally, we note that random potentials lead to
ratchets in many nonequilibrium systems, whether classical
or quantum, far beyond the realm of active matter. Since
these currents are the building blocks of our field-theoretical
treatment, we expect our results to play a role in many
nonequilibrium systems experiencing random potentials.
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