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We observe an anomalous liquid expansion after quenching a binary mixture at coexistence to low
pressures in the vapor phase by numerical calculations. This evaporation-induced expansion can be
attributed to the pressure imbalance near the liquid-vapor interface, which originates from the interplay
between the complex thermodynamics of binary mixtures both in the vapor and liquid phases, as well as
their dynamical asymmetries. In addition, careful modulation of the pressure quench in the vapor phase can
result in spinodal bubble formation inside liquid phase. The results indicate that the thermodynamics-
kinetics interplay could foster our fundamental understanding of the evaporation process and promote its
practical applications.
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Solvent evaporation is a physical process underlying the
fabrication of soft-matter films via common techniques
such as dip coating or spin coating onto a substrate [1–3].
The evaporation of solvents induces a pressure drop inside
the liquid phase, which gradually shrinks and concentrates
the nonvolatile component (solute) of the soft-matter
solutions, often giving rise to the formation of nano- and
mesostructures [4–7]. Such a physical process has
been widely applied to guide the self-assembly of soft-
matter films, such as polymer-based nanostructures [8–18],
micelles [19], 2D crystals [20,21], colloids films [3,6,
22–24], as well as silica-based [1,25] or transition-metal-
based (such as titanium dioxide, TiO2) [26–35] meso-
porous thin films. Conversely, vapor-annealing approaches
have been employed to swell less-ordered nanostructures
through higher vapor pressures to facilitate the rearrange-
ment toward well-ordered, thermodynamic equilibrium
structures [15,36,37]. The theoretical understanding of
the evaporation process chiefly focuses on the spatio-
temporal evolution of solvents or solutes inside the liquid
film by solving the diffusion equations [23,38–44], often
supplemented by a “moving boundary condition” [44–47]
to characterize the recession of the free surface. However,
the role of solvent thermodynamics in the vapor phase in
evaporation has been rarely explored.
Recently, binary mixtures of solvents have been

employed to tailor the structure and thermodynamics of
soft materials [48–55]. Binary solvents are especially
important for the fabrication of transition-metal mesopo-
rous thin films via evaporation induced self-assembly
(EISA) [26–35]. For example, hydrogen chloride (HCl)
and water are commonly employed for the formation of
titanium dioxide mesoporous structures [26–30] because
the acid HCl can efficiently inhibit the high reactivity of
titanium precursors [56], whereas water tailors the inter-
actions between surfactants and precursors [27]. The binary

mixture of water and HCl forms a negative azeotrope
[57–60], i.e., there exist thermodynamic conditions such
that the coexisting liquid and vapor phases have identical
relative composition. This behavior indicates the strong
association between water and HCl molecules. Such com-
plex thermodynamics of binary solvents will make the
evaporation process significantly different from that of a
single solvent and the thermodynamics in the vapor phase
cannot be accurately approximated by that of an ideal gas.
The evolution of the liquid phase in the course of
evaporation depends on the thermodynamics of the liquid
mixtures and the exchange with the vapor phase across the
liquid-vapor interface. Because of the nontrivial densities
inside the vapor phase at high pressures, the thermody-
namics of the one-component vapor phase can be quali-
tatively captured by the phenomenological mean-field
theories [61]. To the best of our knowledge, there has
been no investigation of the interplay between the thermo-
dynamics and kinetics in the liquid and vapor phases and
the consequences for the spatiotemporal evolution in the
course of evaporation from binary solvents.
In this Letter, we suddenly drop the pressure in the vapor

phase of a negative azeotrope and observe an anomalous
evaporation-induced liquid expansion at suitable condi-
tions. This liquid expansion can be attributed to the
pressure imbalance across the liquid-vapor interface, which
originates from the interplay between the complex thermo-
dynamics of binary mixtures both in the vapor and liquid
phases, as well as their dynamical asymmetries. We also
demonstrate that a one-step strong pressure quench in the
vapor phase can drive the liquid, originally coexisting with
its vapor, across the spinodal line into the unstable region,
resulting in the spontaneous formation of bubbles, whereas
a multiple small-step quench can avoid bubble formation.
Our findings exemplify that the interplay of thermo-
dynamics and kinetics in binary solvent mixtures offer
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ample opportunities to control evaporation-induced struc-
ture formation and provide a simple, general theoretical
framework for exploring these effects.
We describe the thermodynamics of a compressible,

binary mixture by a phenomenological free-energy density
in terms of segment densities, ϕA and ϕB, and keep
interaction terms up to third order [62–66]:
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The first terms are the entropy of mixing. υAA, υAB, and υBB
describe the pairwise interactions between A and B seg-
ments. The coefficients wAAA, wAAB, wABB, and wBBB, in
turn, characterize triple interactions. In the low-density
limit this expression corresponds to the virial expansion but
conceiving the coefficients as effective parameters signifi-
cantly enlarges the range of validity [62–66]. For our
calculations, we choose υAA ¼ −3.30, υAB ¼ −3.14 and
υBB ¼ −6.42, wAAA ¼ 2.93, wAAB ¼ 2.69, wABB ¼ 1.60,
wBBB ¼ 4.00, and NA ¼ 2 and NB ¼ 1. The phase diagram
of the binary mixture as a function of pressure and density
fraction of the A component, fA ¼ ϕA=ðϕA þ ϕBÞ, can be
calculated from Eq. (1); see details in the Supplemental
Material [67]. Figure 1(a) shows the phase diagram of a
negative azeotrope, which qualitatively describes the phase
behavior of water and acids of low molecular weights.
In order to describe a spatially inhomogeneous

system, we add square gradient terms to the free-energy
functional [68]
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where γA and γB characterize the square width of the liquid-
vapor interface. We choose γA ¼ γB ¼ 0.01. Figure 1(b)
shows the profile of the interface between the coexisting
phases, liquid and vapor, at pressure p ¼ 0.084.
Given the free-energy functional, we use the locally

conserved diffusion equations [69] to describe the time
evolution of the densities:

∂ϕi

∂t ¼ Di∇2
δF
δϕi

for i ¼ A;B; ð3Þ

here DA and DB are the diffusion coefficients of A and B
species, which are taken to be density independent [70,71].
We solve Eq. (3) in one dimension, z, within a box of length
Lz ¼ 324w using the Dirichlet boundary conditions, and w
is the width of the liquid-vapor interface at p ¼ 0.084, see
Supplemental Material [67]. We rescale the time
t0 ¼ t=τ (we still use t to replace t0 in the following
discussions), where τ ¼ 100w2=DB characterizes the time
to cross a length of 10 liquid-vapor interfaces for B species.
In addition, we choose α ¼ DA=DB to characterize the
dynamical asymmetry between A and B species.
We conceive evaporation as a pressure quench,

pinit ¼ 0.084 to pfinal ¼ 0.078, that alters the densities of
A and B a distance Lvap away from the liquid-vapor
interface of the film (see Fig. 1). The boundary values
are chosen to be the coexisting densities at the final
pressure. The time evolution of A and B densities at
α ¼ 1.0 is shown in Figs. 2(a) and 2(c). One observes
that the A density in the vapor phase gradually decreases,
giving rise to the evaporation of A species through the
vapor phase. Such an evaporation drives the A density
toward its new, smaller coexistence density at the lower
pfinal. The positive B flux through the vapor phase increases
the B density in the liquid phase, see Fig. 2(c). This can be
attributed to the higher chemical potential of B species at its
lower density in the vapor phase, see Fig. S4(b). We also
observe the formation of a skin layer of B species in the
liquid phase at the moving liquid-vapor interface, which
has been previously predicted by theory [38–42] and
simulations [21,47,65,72,73]. The liquid-vapor interfaces
in Figs. 2(a) and 2(c) move toward the interior of liquid
phase, indicating the shrinking of film thickness. Such
evaporation-induced film shrinkage has been extensively
studied [1–7], and can be attributed to the pressure
drop inside the liquid due to the evaporation flux of
solvents [4–7]. We also calculate the pressure evolution
in both, liquid and vapor phases, where a pressure drop
inside the liquid phase is observed, see Fig. 2(e) [74]. This
pressure drop drives the liquid-vapor interface toward the
interior of liquid film.
If we decrease the dynamical asymmetry to α ¼ 0.1,

such that the A species diffuse slower than B, the densities
of A and B in the liquid and vapor phases eventually
also approach their coexistence values on pfinal ¼ 0.078
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FIG. 1. (a) Equilibrium phase diagram of negative azeotrope
mixture. The blue arrow illustrates the pressure quench from
the dimensionless initial pressure pinit ¼ 0.084 (orange) to
pfinal ¼ 0.078 (violet). (b) Liquid-vapor phase coexistence at
pinit ¼ 0.084. The phase coexistence is marked in panel (a),
providing the density fraction of A in the coexisting liquid and
vapor phases.
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[Figs. 2(b) and 2(d)]. The movement of the liquid-vapor
interfaces, however, is reversed, i.e., the liquid film expands.
This anomalous expansion can be explained as follows: the
decrease of A density in the liquid induced by pressure
quench can be chiefly realized by the expansion of the liquid
volume rather than the smaller A flux across the vapor phase
(compared to B) at α ¼ 0.1 [Figs. S3(b) and S3(d) in
Ref. [67] ]. We note that the equilibrium states for distinct
α in an open system have the same grand-canonical free
energy and the kinetics of evaporation selects the final film
thickness, see Supplemental Material [67]. In addition, this
anomalous liquid expansion indicates that the pressure inside
the liquid should be larger than that in the vapor phase. The
evolution of pressure in Fig. 2(f) indeed shows a pressure
rise in the liquid phase. Even in the vapor phase the pressure
rises but the pressure difference across the liquid-vapor
interface is positive at α ¼ 0.1 during most stages of the
evaporation process, see Fig. S5(b) [67]. Such a reversed
pressure imbalance across the interface, which originates
from the pressure rise in the liquid phase, drives the interface
toward the vapor region, giving rise to the anomalous liquid
expansion. It is interesting to see that the liquid expansion
and pressure rise are also observed transiently at small α
during pressure quench in the canonical ensemble; see
Supplemental Material [67]. This evaporation-induced liquid
expansion could be beneficial for the rearrangement of soft
materials toward well-ordered nanostructures via the evapo-
ration-induced self-assembly [26–35].
To identify the reason for the significantly different

evolutions of pressure in the liquid phase upon varying α,

we present in Fig. 3(a) a contour plot of the bulk pressure as
a function of ϕA and ϕB. In this graph, the coexisting
densities of A and B in the liquid (top-right corner) and
vapor (bottom-left corner) phases form two lines. During
the evaporation, both the liquid and vapor phases will
evolve from the initial, high pressure pinit ¼ 0.084 to the
lower, final pressure pfinal ¼ 0.078, forming complex
trajectories in this ϕA − ϕB plane. Here we track the density
evolution at two positions, located in the vapor region,
z ¼ 54w, and the liquid film, z ¼ 162w. Figures 3(b) and
3(c) present enlarged views of the vapor and liquid phases,
respectively. In the vapor, both densities decrease upon
reducing the pressure. In the liquid phase, however, the
density of A decreases (thermodynamically volatile com-
ponent) whereas the B density increases.
The evolution of A and B densities from pinit ¼ 0.084 to

pfinal ¼ 0.078 in the vapor phase is detailed in Fig. 3(b). For
both values of α, Fig. 3(b) shows that B density and
pressure in the vapor phase are always larger than the
coexistence values in the course of evaporation and attain
their coexistence values only at t ¼ 0 or t → ∞. Such
trajectories are chiefly dictated by the initial flux of A and B
species right after the pressure quench at the boundary
z ¼ 0, see Fig. 3(d). The positive B and negative A fluxes in
Fig. 3(d) are determined by their complex chemical
potentials, see Fig. S4 in Supplemental Material [67].
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FIG. 3. (a) Contour plot of bulk pressure as a function of A and
B densities, ϕA and ϕB. The red and green lines show the
coexistence densities, whereas the dashed white line represents
the spinodal line. The black circle shows the critical point, the
orange and cyan squares depict the initial and final points in the
vapor and liquid phases, respectively. The black and yellow lines
show the trajectories during pressure quench for dynamical
asymmetries, α ¼ 0.1 and 1.0. (b)–(c) Evolution of ϕAðzÞ and
ϕBðzÞ in the (b) vapor (z ¼ 54w) and (c) liquid (z ¼ 162w)
phases during the pressure quench. (d) The initial flux of A (with
α ¼ 1.0 and 0.1, see Supplemental Material [67]) and B species at
the boundary z ¼ 0 after the pressure quench δp. Dashed green
line shows the zero flux.
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At α ¼ 1.0, the magnitudes of initial A and B fluxes are
comparable, driving the trajectory toward the top-left
orientation in Fig. 3(b) near the initial point. For
α ¼ 0.1, the smaller A flux turns the trajectory toward
the vertical orientation after leaving the initial point.
The behavior in the liquid phase, presented in Fig. 3(c),

qualitatively depends on the dynamical asymmetry, α. For
α ¼ 1.0, the comparable A and B fluxes drive the pressure
below the coexistence curve, therefore the pressure is
smaller than that in the vapor, resulting in film shrinking.
For α ¼ 0.1, however, the smaller A flux rises the pressure
in the liquid above the coexistence pressure and, for most
times, also the pressure in the vapor, cf. Fig. S5(b). This
results in an expansion of the liquid film. Such distinctions
are dictated by the interplay between the complex thermo-
dynamics of binary mixtures and their dynamical asym-
metries. The dynamical asymmetry of binary solvents can
be modified by choosing the solvents with different sizes,
such as water and organic acids of distinct molecular
weights [75] or temperature-dependent interactions, such
as hydrogen bonds. It is worth noting that the pressure
deviations inside the liquid film at different system sizes
(with the same ratio of the liquid and vapor lengths) can be
collapsed onto one master curve, see Fig. S8(b) [67],
therefore we expect our findings to be valid for large,
even macroscopic systems. In addition, hydrodynamic
effects [69,76–78] can only influence the magnitudes of
the pressure variations inside liquid phase, but they cannot
alter the sign of the pressure variation, see Supplemental
Material [67].
The pressure drop in Fig. 2(e) can approach the values

smaller than the final pressure, see the evolution of liquid
at z ¼ 162w in Fig. 4(a) (blue curve). This trend indicates
that the pressure drop might drive the liquid phase across
the spinodal line into unstable regions if the initial
pressure goes closer to the critical point. Figure 4(b)
shows the evolution of the two-dimensional A density,
ϕAðx; zÞ, after quenching the pressure from p ¼ 0.088 to
0.078 at the boundary [79]. One can see that the liquid
phase becomes unstable and spontaneously forms bubbles
inside the liquid. We plot the evolution of liquid (5.4w,
108.1w) and bubble (5.4w, 124.3w) on the phase diagram
in Fig. 4(a), one can see that the pressure in the liquid
phase indeed passes across the spinodal line, subsequently
the two points evolve to densities of liquid and vapor
coexisting at pfinal ¼ 0.078. The evolution on the
pðϕA – ϕBÞ plane in Fig. 4(c) clearly shows the splitting
of the trajectory into distinct portions after crossing the
spinodal line: one being similar to the density evolution
in the liquid whereas the other portion generates
bubbles inside the liquid via spinodal decomposition.
Experiments have demonstrated that the evaporation of
binary solvents could fabricate hierarchical mesopores
[80,81], whereas the big pores of a well-defined
size indicate a characteristic length scale associated with

the unstable, fastest growing density fluctuations [82].
These experimental observations are consistent with
our predictions of bubble formation via the spinodal
decomposition of binary solvents. It is interesting to
predict that one can avoid the bubble formation
inside the liquid phase by simply quenching the vapor
pressure slowly, via a multiple small-step quench (from
p ¼ 0.088 → 0.086 → 0.084 → 0.082 → 0.080 → 0.078),
rather than the rapid one-step quench (from p ¼ 0.088 →
0.078 directly) of the vapor phase. Figure 4(d) shows that
the multiple small-step quench indeed avoids crossing the
spinodal, and the liquid smoothly evolves toward its new
coexistence at pfinal.
Evaporation is a physical process where the solvents

diffuse from the interface of soft matter solutions [1–3],
which recedes the interfaces due to the pressure drop inside
the liquid phase [4–7]. This evaporation-induced recession,
however, can be altered toward liquid expansion during the
evaporation of binary solvents with distinct diffusion
coefficients because of the interplay between their complex
thermodynamics in both, the vapor and liquid phases, and
dynamical asymmetries, see Figs. 3(b) and 3(c). This
evaporation-induced expansion could be beneficial for
the rearrangement of soft materials toward well-ordered
nanostructures via the evaporation-induced self-assembly.
We also demonstrate that the careful modulation of the
pressure quench in the vapor phase could tailor bubble
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formation inside the liquid phase. The results imply that the
interplay of thermodynamics and kinetics could promote
fundamental understandings of the evaporation process and
its practical applications. We foresee that these findings
could also stimulate the explorations of thermodynamics-
kinetics interplay on other nonequilibrium process.
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