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2Unité Mixte de Physique, CNRS, Thales, Université Paris-Saclay, 91767 Palaiseau, France
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Materials possessing multiple states are promising to emulate synaptic and neuronic behaviors. Their
operation frequency, typically in or below the GHz range, however, limits the speed of neuromorphic
computing. Ultrafast THz electric field excitation has been employed to induce nonequilibrium states of
matter, called hidden phases in oxides. One may wonder if there are systems for which THz pulses can
generate neuronic and synaptic behavior, via the creation of hidden phases. Using atomistic simulations, we
discover that relaxor ferroelectrics can emulate all the key neuronic and memristive synaptic features. Their
occurrence originates from the activation of many hidden phases of polarization order, resulting from the
response of nanoregions to THz pulses. Such phases further possess different dielectric constants, which is
also promising for memcapacitor devices.
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Neuromorphic computing combines physical artificial
neurons and synapses to decrease the energy cost and speed
up the inference and learning process of artificial intelli-
gence. Biological neurons integrate the input spikes that
they receive from other neurons. When their membrane
exceeds a potential threshold, it undergoes a transient
change of its electric charge, called action potential, which
is then transmitted to other neurons through synapses.
Synapses are at the heart of learning in biological and
artificial neural networks. The strength with which they
connect neurons is changed according to the activity of
neurons. In artificial neural networks they are represented
by a real value weight that should be memorized and
evolves in a cumulative way during learning.
Three major features are typically looked for in materials

used to emulate neurons and synapses. The first one is the
ability of the material to emit action potentials just like
biological neurons. The second one is the capacity of the
material to integrate such input spikes in order to emulate
the integration process in neurons and the cumulative
changes of synapses weights. The third is the capacity
of the material to exhibit multiple, nonvolatile states for
emulating synaptic weights.
Memristive materials are today thoroughly investigated

because they display these three properties [1–4]. Through
different physical effects including filamentary switching,
phase changes, and magnetization or polarization changes,
they exhibit multiple conductance states that can be finely
controlled through the application of pulses of electric
fields or voltage. Memristors with a short term memory,

also called volatile memristors, mimic neurons [5], whereas
memristors with a long term, nonvolatile memory, can
emulate synapses [6]. So far, the typical frequencies of
memristive materials, such as resistive switching, phase
change, spintronics, and ferroelectric technologies, is
below the GHz [1,4,7,8]. Having THz as characteristic
frequencies for neuromorphic computing would allow
highly desired ultrafast processing of data and lower energy
consumption [9–14].
Another currently active and exciting research field

explores the generation of new “hidden” metastable states
of matter by ultrafast optical excitation. Such states are
referred to as hidden because they are not accessible via the
tuning of thermodynamic variables, such as temperature
or pressure. Optically induced ultrafast transitions to
hidden states have been found in superconductors [15],
colossal magnetoresistance manganites [16], charge-
density wave materials [17], and incipient ferroelectrics
[18,19]. A variety of optical excitation wavelengths have
been used to trigger the transition to the hidden phase,
ranging from visible [17] to midinfrared [15,16] to THz
wavelengths [18,20]. In an example most relevant to the
present Letter, ferroelectricity was induced in the quantum
paraelectric SrTiO3 by a THz optical pulse [18]. These
hidden metastable states often enable physical function-
alities that do not exist in the equilibrium thermodynamic
phase, such as novel electronic memory concepts [21].
Based on the fundamental and technological importance

of the aforementioned fascinating features, one may won-
der if there is a “wunderbar” type of materials that can
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possess hidden ferroelectric states when subjected to
different forms of electric pulses of THz frequencies;
and exhibit the three key properties of neuromorphic
materials: (i) action potentials, (ii) integration, and
(iii) multiple tunable nonvolatile states. Can such systems
also display (iv) different values of the dielectric constant
when occupying these hypothetical different states? If so, a
dramatic breakthrough can happen in the field of mem-
capacitors [22,23], for which the capacitance (instead of the
resistance in memristors) experiences multiple internal
nonvolatile states depending on the history of the excita-
tion. Memcapacitors are thus promising towards applica-
tions taking advantage of low dissipative power.
The aim of this Letter is to demonstrate, via the use of

atomistic approaches, that the prototype of relaxor ferro-
electrics does satisfy all items (i)–(iv). This prototype is
PbðMg1=3Nb2=3ÞO3 (PMN), which exhibits unusual proper-
ties at equilibrium. Examples include a Burns temperature,
Td ¼ 620 K, below which the temperature behavior of the
optical refraction index deviates from a linear dependence
without emergence of birefringence [24]; another temper-
ature, T⋆ ¼ 400 K, at which the dielectric permittivity has
a maximum, but without any macroscopic polarization
occurring down to 0 K [25]; and a freezing temperature,
Tf ¼ 220 K, below which polar nanoregions (that are
finite-size polarized islands of matter in the subnanoscale
range) acquire a static, frozenlike character [26]. As we are
going to see, the response of such polar nanoregions to
different forms of THz pulses is the key behind the
realization of items (i)–(iv). Note also that two other
studies [27,28] show multiple polarization states found
in multilayered heterostructures based on ferroelectric
PbðZr0.2Ti0.8

�
O3, but, here our present work points out

multiple polarization states appearing (i) in a single
material, PMN, rather than a heterostructure, and (ii) via
the use of THz-frequency fields to manipulate the
polarization.
Here, we employ the effective Hamiltonian approach

developed for PMN in Refs. [29,30] but within a molecular
dynamics (rather than a Monte Carlo) algorithm [31], in

order to investigate time-dependent phenomena. In par-
ticular, we apply, along the pseudocubic [111] direction,
electric pulses of the form

EpðtÞ ¼ E0 exp

�
−
ðt − t0Þ2

Δ2

�
cos ½ωðt − t0Þ�; ð1Þ

where E0 is the magnitude of the pulse, t0 is the position of
the main maximum, ω is the angular frequency, Δ is the
width of the Gaussian, and t is the time variable. Such pulse
is therefore a product of a Gaussian and a cosine function,
and mimics well experimentally recorded THz pulses
[32,33]. Details about the effective Hamiltonian are
provided in Supplemental Material [34].
Let us start by demonstrating the capacity of the material

to emit action potentials. We apply at 10 K a single pulse of
the form given by Eq. (1) and for which the parameters are
as follows: E0 ¼ 4

ffiffiffi
3

p
× 107 V=m, Δ ¼ 0.2 ps, and ν ¼

ω=2π ¼ 1.5 THz (note that our computational electric
fields are typically about 22 times larger than measured
ones in PMN [35], which is typical for atomistic effective
Hamiltonian simulations [36]). Figure 1(a) shows an
example of such a pulse, and also provides the time
evolution of the polarization. The initial state is a relaxor
state whose local dipole pattern is displayed in Fig. 1(b) and
that possesses polar nanoregions (PNRs) inside which
dipoles are nearly parallel to each other (note that we
numerically found such PNRs, which are delimited in red
in Figs. 1(b)–1(d), by applying a Bayesian algorithm to an
instantaneous snapshots as in Ref. [37]). Consequently, its
polarization is vanishing as a result of the fact that different
polar nanoregions exhibit different directions for their local
dipoles (note that the overall polarization is not exactly zero
here because of finite-size effects associated with the used
supercell). The activation of the single pulse then allows the
system to possess an electrical polarization along the [111]
direction that is increasing up to a value of 0.15 C=m2 at
1.5 ps, while the maximum of the electric field pulse
happens at 1 ps. Such a fact indicates a time delay between
the applied pulse and the polarization response of the
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FIG. 1. Temporal evolution of the electrical polarization (a) and corresponding snapshots of the dipole patterns (b)–(d) in PMN at 10 K
subject to a single pulse of the electric field (shown in panel (a) with the parameters E0 ¼ 4

ffiffiffi
3

p
× 107 V=m, Δ ¼ 0.2 ps, and ν ¼

ω=2π ¼ 1.5 THz in Eq. (1). The arrows in panels (b)–(d) show the local electric dipoles and the red lines delimit polar nanoregions at
these snapshots.
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system, which is reminiscent of the time delay of the
polarization found in other inhomogeneous systems when
under external stimulus [38]. The dipolar pattern associated
with this maximal polarization of 0.15 C=m2 is displayed
in Fig. 1(c), and, in comparison with Fig. 1(a), demon-
strates that the emergence of this sizable polarization
basically originates from electric dipoles elongating along
(or rotating towards) the [111] field direction. Then, after
the pulse has been switched off, the system gradually
moves back towards another relaxor state, also having a
nearly vanishing polarization and polar nanoregions.
Strikingly, the activation of a new state from an original
state by a physical stimulus and then its return to a state
having similar macroscopic properties precisely character-
izes a neuron behavior when it is excited and emits an
action potential [39]. In other words, Fig. 1(a) represents an
original way to mimic in materials, at the THz range the
spiking of a neuron, which in biology occurs at hundreds of
Hz, while Figs. 1(b)–1(d) reveal the microscopic pictures
associated with such function.
We now study if the relaxor can mimic the second

important feature of synaptic and neuronic materials, which
is the ability to integrate incoming spikes. For this purpose,
we apply trains of THz pulses to the relaxor with different
intervals in between the pulses. Figures 2(a) and 2(b) show
the pulse train with an interspike interval of, respectively,
4 and 6 ps, along with its effect on polarization. The
polarization experiences an increase after every pulse along
the [111] direction and does not come back to its nearly
vanishing initial value. This gradual enhancement of
polarization that occurs faster when spikes are more

often applied, demonstrates the integration property of
the relaxor material.
For times larger than 35 ps in Fig. 2(a) and 52 ps in

Fig. 2(b), the system then oscillates around a ferroelectric
state having a rather large polarization of ≃0.5 C=m2 when
the train of pulses continues to be applied. In other words,
the application of such a train of pulses has allowed the
stabilization of a ferroelectric state having a nonzero net
polarization from a relaxor state with a zero net polariza-
tion, while a single pulse of the same magnitude, width, and
frequency resulted in the return to a relaxor state after a
certain time [as indicated in Fig. 1(a)]. The stabilization of
such a ferroelectric state is therefore symptomatic of the
creation of a so-called hidden phase that is metastable in
nature, as similar to the THz activation of a ferroelectric
state from a quantum paraelectric phase in SrTiO3 [18].
In order to reveal and understand the unusual behavior

of the polarization depicted in Fig. 2(a), we display in
Figs. 2(d)–2(f) the corresponding evolution of the dipolar
structure in a given plane and at different times, as well as
compute and report in Fig. 2(c) the so-called infinite
percolation cluster strength, which is three dimensional
in nature and that is defined as [40]

Pinf ¼
ninf
N

; ð2Þ

where N is the total number of Pb sites in the supercell and
ninf is the number of Pb sites belonging to the infinite
percolation cluster, that is the cluster that spreads over the
whole supercell, from one boundary to the opposite one.
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FIG. 2. (a) Temporal evolution of the polarization subject to a train of pulses separated by 4 ps [the other parameters of the pulses are
the same as in Fig. 1(a)]; (b) the same as (a), but with a separation of the pulses by 6 ps; (c) Percolation strength as a function of time, for
the train of pulses corresponding to panel (a); (d)–(f) z component of the polarization subject to the train of pulses shown in panel (a) at
different times (note that the z axis is along the [111] pseudocubic direction).
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Figures 2(c) and 2(d) basically show that at ≃4 ps (after the
first pulse has been applied and died out), the dipolar
structure consists of that of a relaxor state, for which the
strength of the infinite percolation cluster is zero. However,
after that and up to ≃35 ps in Fig. 2(a), the local dipoles
have the tendency to gradually turn their direction towards
that of the field applied along [111], while Pinf linearly
increases with time in overall, which is characteristic of a
gradual merging and percolation of some polar nano-
regions. The various peaks and dips of Pinf are associated
with the different pulses of electric fields and indicate that
the infinite percolation cluster breathes “out” and “in” with
the application and passing of the pulses, respectively.
Then, for times above ≃35 ps in Fig. 2(a), the states
oscillate with the pulses around a ferroelectric state con-
sisting of many dipoles, but not all, having a significant
component along [111], along with the infinite percolation
cluster having a significant strength of about 0.67.
The effects of the parameters associated with a train of

electric pulses [that are, E0,Δ, ω of Eq. (1) and the shape of
the electric field pulse], on their integration through of the
time evolution of the polarization are shown and discussed
in the Supplemental Material [34]. For both neurons and
synapses, it is important to be able to bring back the
polarization to lower values once the system has reached
saturation. Figure S7 [34] shows that the system can be
reset to its initial relaxor state with vanishing polarization
by heating it up to room temperature, above the so-called
depolarizing temperature—which is of about 220 K in
PMN [25], and then cooling it back to 10 K. Figure S8 [34]
shows that the system can also be gradually brought back to
polarization values between þ ≃ 0.5 and ≃ − 0.5 C=m2 by
applying the same train of pulses as in Fig. 2(a), but with
opposite direction of the electric field and a larger ampli-
tude of that field.
We now investigate if multiple polarization states can be

reached and stabilized in PMN depending on the history of
the applied electric fields, which is key to emulate synapses
and achieve learning [4,9,10]. To address such question, we
conducted eight different simulations that distinguish
themselves by the time at which pulses of electric fields
are stopped to be applied, that are 4, 8, 12, 16, 20, 24, 28,
and 32 ps [note that all the other parameters of these trains
of pulses are those of Fig. 2(a)]. The results of these eight
simulations are indicated in Fig. 3.
For the first and second chosen times, one can see that the

system comes back to a relaxor state, which is characterized
by a vanishing overall polarization. On the other hand, from
the third to seventh times, after pulses are not applied
anymore, the system evolves and maintains different ferro-
electric states of increasing polarization. This ability to
obtain multiple polarization values or weights corresponds
to the spiking-dependent plasticity used in synapses for
learning. These different states can also be considered as
other hidden phases in PMN that we explored thanks to

various THz spiking rates. Finally, for the largest time of
32 ps, PMN then first continues to increases its polarization
and then relaxes towards the ferroelectric state with a
maximum polarization of over 0.55 C=m2. The results of
Fig. 3 are thus promising towards neuromorphic applications
taking advantage of such ultrafast solid-state synaptic
memristors. Note that Fig. S9 of Ref. [34] indicates how
the change of the chosen initial relaxor state can influence
the number and time stability of hidden states.
We also calculated the dielectric susceptibility (more

precisely, one-third of the trace of the dielectric tensor) in
these intermediate states, by using a cumulant method [41]
within a Monte Carlo effective Hamiltonian scheme. We
obtained a large variation and multiple values of such
physical quantity at 10 K: namely, 2216, 472, 477, 434,
367, 388, 400, and 219, for all the intermediate states found
in Fig. 3, to be compared with 546 and 232 for the initial
relaxor state and the fully polarized ferroelectric phase,
respectively. The large value for the first intermediate state
likely originates from it being at the border of adopting an
electrical polarization. Such large variation can be put in
use to the design of memcapacitors.
We also computed the strength of the infinite percolation

clusters in each of these eight cases after the pulses have
been turned off and the system has relaxed to its equi-
librium states. We found that Pinf of the relaxed states is
basically linked to the polarization of these relaxed states
via the red curve of Fig. 2(c), implying that it increases with
the value of the time at which pulses of electric fields are
turned off in our eight simulations. Interestingly, Fig. 3
shows that each of these relaxed states continues to oscillate
even after the pulses have been long turned off. Such
oscillations are associated with a frequency of about
0.5 THz, or, equivalently, 17 cm−1, which is about the
low frequency of vibrational modes observed by several
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groups (see Ref. [42] and references therein, with such
agreement being a further proof that our simulations are
accurate).
In summary, we report that PMN can have a multitude of

hidden phases with controllable magnitude of electrical
polarization and dielectric response, as well as neuronic
behavior, when subject to different THz pulses of electric
field or voltage below the freezing temperature—which
corresponds to the ability of the system to explore many
out-of-equilibrium states in the quasiflat energy landscape
characteristic of these complex materials. The origin of
these features resides in the ultrafast readaptation of polar
nanoregions to THz excitation, as consistent with the low-
frequency of vibrational modes (about 0.5 and 2.4 THz)
known to occur in PMN below the freezing temperature
[43]. Since polar nanoregions and nonlinear response exist
in other relaxor ferroelectrics, including room-temperature
and lead-free ones [44], we hope that our results open a new
field of research dedicated to employ this special class of
materials, as well as others possessing hidden phases, for
the design of new THz functionalities (including memca-
pacitors) but also of ultrafast neuromorphic architecture
and computing.
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