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We theoretically and experimentally investigate double-electromagnetically-induced transparency
(double-EIT) cooling of two-dimensional ion crystals confined in a Paul trap. The double-EIT ground-
state cooling is observed for 171Ybþ ions with a clock state, for which EIT cooling has not been realized like
many other ions with a simple Λ scheme. A cooling rate of _̄n ¼ 34ð�1.8Þ ms−1 and a cooling limit of
n̄ ¼ 0.06ð�0.059Þ are observed for a single ion. The measured cooling rate and limit are consistent with
theoretical predictions. We apply double-EIT cooling to the transverse modes of two-dimensional (2D)
crystals with up to 12 ions. In our 2D crystals, the micromotion and the transverse mode directions are
perpendicular, which makes them decoupled. Therefore, the cooling on transverse modes is not disturbed
by micromotion, which is confirmed in our experiment. For the center of mass mode of a 12-ion crystal, we
observe a cooling rate and a cooling limit that are consistent with those of a single ion, including heating
rates proportional to the number of ions. This method can be extended to other hyperfine qubits, and near
ground-state cooling of stationary 2D crystals with large numbers of ions may advance the field of quantum
information sciences.
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Cooling down mechanical oscillators into their ground
states facilitates experimental investigations and applica-
tions with atoms and ions for quantum information sciences
[1]. Quantized vibrations of mechanical oscillators can be
used as resources for continuous-variable quantum com-
putation [2–6] or boson sampling [7–12], which begins
with ground-state preparation. In order to demonstrate
quantum advantages with these applications, ground-state
cooling dozens of vibrational modes is required [7].
The performance of quantum operations with atoms

and ions can be improved by ground-state cooling of
vibrational degrees of freedom. Thermally induced phase
noise and amplitude fluctuations of qubit-qubit interaction
can also be suppressed by ground-state cooling, which is
essential for realizing high-fidelity quantum gates [13,14]
and reliable quantum simulations [15,16]. Moreover, quan-
tum simulations with both vibrational and fermionic
degrees of freedom [17,18] naturally demand ground-state
cooling of vibrational modes. As the sizes of quantum
systems scale up, efficient ground-state cooling for large
numbers of modes becomes even more necessary for high-
fidelity quantum manipulations.
By removing the entropy from oscillators to photons,

laser cooling provides a practical way to prepare the ground
state of atomic and even macroscopic oscillators. Laser

cooling was first experimentally demonstrated by velocity-
dependent radiative force [19,20], which is known as
Doppler cooling. The final temperature can be reached
with Doppler cooling is limited by the natural linewidth of
the cooled atoms. Sisyphus cooling provides a lower
temperature than the Doppler limit [21,22], which has
been widely used with neutral atoms. Recently, it was
found that Sisyphus cooling can also be applied to trapped
ions [22]. Although ground-state cooling can be realized by
resolved-sideband cooling [23,24], the narrow excitation
range of resolved-sideband transitions makes it difficult to
perform simultaneous ground-state cooling for multiple
motional modes of large crystals. Moreover, some sideband
transitions driven by high-power lasers induce a charging
problem [25], which is even worse for UV laser beams.
Electromagnetically-induced-transparency (EIT) cooling

[26–28] provides an alternative possibility: It can apace
cool down a wide range of vibrational modes simulta-
neously, which has been demonstrated in the linear trap and
the Penning trap with tens to hundreds of ions [29,30].
Typical EIT cooling uses quantum interference in a three-
level Λ scheme and has been implemented only for ions
without clock states. Here, we demonstrate a novel cooling
method for 171Ybþ ions with a clock state, based on double
EIT [31–36] in a four-level system. Double-EIT cooling
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has been theoretically studied [37–40], and a variant of it
has been implemented with 40Caþ ion [41]. We experi-
mentally perform double-EIT cooling of 171Ybþ ions to
prepare motional ground states of a two-dimensional (2D)
ion crystal. We cool down the transverse modes
perpendicular to the crystal plane in which the micromotion
oscillates [42]; therefore, the cooling efficiency is negli-
gibly affected by micromotion. The efficiency of double-
EIT cooling is systematically studied as a function of
various control parameters including the intensity and the
detuning of the probe and the driving laser beams to obtain
optimal conditions. For multiple motional modes, crystals
are cooled down near to their ground states in hundreds
of microseconds with cooling rates similar to that of a
single ion.
Double-EIT cooling for 171Ybþ ions involves four

energy levels, which is different from EIT cooling in a
three-level Λ scheme. As shown in Fig. 1(a), the excited
state jei≡ jF ¼ 0; m ¼ 0i in the P1=2 manifold is
coupled to three states of j−i≡ jF ¼ 1; m ¼ −1i,
j0i≡ jF ¼ 1; m ¼ 0i, and jþi≡ jF ¼ 1; m ¼ þ1i in the
S1=2 manifold. The four-level system can be regarded as
two Λ schemes, which produce two Fano-like profiles in
the absorption spectrum. For instance, one of the Λ
schemes consists of the j−i, j0i (or jþi, j0i) states and
the excited state jei, which are coupled by the driving beam
with σþ (or σ−) polarization and the probe beam with π
polarization, respectively. As shown in Fig. 1(b), the
absorption spectrum of the probe beam for an ion at rest

has two null points corresponding to two dark states when
the detuning of the transition j0i ↔ jei matches the
detuning of the transitions j�i ↔ jei [43]. And the two
narrow peaks correspond to dressed states formed by j�i
and jei [43]. We determine the distances between null
points and the corresponding narrow peaks by the ac Stark
shift of dressed states.
The principle of double-EIT cooling is similar to that of

single-EIT cooling, which uses the asymmetric absorption
profile to enhance red-sideband transitions and suppress
carrier or blue-sideband transitions, as shown in Fig. 1(b).
The broad width of the peak enables wide-range cooling.
The motional modes of large crystals can be efficiently
cooled down to near the ground state based on the
unbalanced scattering amplitude between red- and blue-
sideband transitions. When the detuning Δp of the probe
beam is set equal toΔσþ ≡ Δd þ δB, the internal state of the
ion is pumped to a dark state, and the ion will not absorb
any photon unless the ion motion induces a differential
Doppler shift v⃗ · ðk̂π − k̂σþÞ=c ¼ δþ between the π and σþ
transitions. As stated above, double EIT can cool down
only motional modes nonperpendicular to the difference in
wave vector (k̂π − k̂σþ). Therefore, the net k vector should
be aligned to the direction of the motional modes of
interest. In our experiment, we choose the right peak for
cooling; however, both peaks in the absorption spectrum
can be used with similar cooling rates and limits. In
principle, it is possible to make only one peak dominant,
similar to the simple Λ system, by unbalancing the Rabi

(a) (c)(b)

FIG. 1. (a) Relevant energy levels of 171Ybþ for EIT cooling. (b) Fano-like profile of double EIT. The spectrum is calculated by steady-
state solution of the master equation or by scattering amplitude [43]. In the simulation, we set Δd=ð2πÞ ¼ 55.6 MHz,
δB=ð2πÞ ¼ 4.6 MHz, Ωσ;�=ð2πÞ ¼ 17 MHz, Ωπ=ð2πÞ ¼ 4 MHz, and ν=ð2πÞ ¼ 1.5 MHz, where ν is the frequency of the mode
we intend to cool down. The bottom one shows the spectrum in a large range, while the red lines represent theoretical predictions of the
positions of dressed states. The top one shows the spectrum around the peak we use for cooling, and the blue (red) line represents the
position of the motional sideband, while the dark line represents carrier transition. The red sideband has lower energy, which
corresponds to a higher detuning. (c) Optical configuration. The EIT beam is first separated from the Doppler cooling beam with a
14 GHz sideband and then is split into the driving beam and the probe beam by a polarizing beam splitter (PBS). The relative detuning
Δd − Δp is controlled by two AOMs acted on the driving beam. The first-order diffraction of the 270 MHz AOM and the negative first
order of the variable AOM are used. The net propagating vectors Δk of both the EIT and the Raman beams are along the direction of the
transverse mode. A quarter-wave plate (QWP) is used to adjust the polarization of the driving beam.
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frequencies of the σþ and σ− components of the driving
beam. However, we do not observe an enhancement of
cooling efficiency by using an unbalanced driving beam.
We experimentally demonstrate double-EIT cooling with

171Ybþ ions, which have a clock-state qubit with a
coherence time of over 10 min [50]. The energy splitting
ω0 of the qubit states jF ¼ 1; m ¼ 0i and jF ¼ 0; m ¼ 0i
in the S1=2 manifold is 12.642 812 GHz. The 171Ybþ ions
are trapped in a pancakelike potential produced by a radio-
frequency Paul trap as described in Ref. [42], where trapped
ions can form a 2D crystal. A B field of 3.32 G is
horizontally applied to break the dark state resonance in
Doppler cooling, as shown in Fig. 1(c).
The EIT beams consist of two lasers, which are close to

the S1=2jF ¼ 1; m ¼ 0i to P1=2jF ¼ 0; m ¼ 0i transition.
The EIT beams are aligned to make the difference in wave
vectors parallel to the transverse direction of motional
modes. One of the beams serves as driving the σ�
transitions between j�i ↔ jei. The other beam works as
a probe beam, which couples the energy levels j0i ↔ jei.
The detuning Δp of the probe beam is fixed at
ð2πÞ55.6 MHz, and the detuning Δd of the driving beam
is adjusted by altering the frequency difference between
two acousto-optic modulators (AOMs), as shown in
Fig. 1(c). We measure the Rabi frequency and the
polarization of the EIT beams by observing the
differential ac Stark shift of the clock-state qubit and
the Zeeman-state qubits [22,43,44]. The Rabi frequencies
fΩσ− ;Ωπ;Ωσþg=ð2πÞ of the driving beam of 24μW and the
probe beam of 5.5 μW are {16.74,1.72, 18.03} and {1.49,
6.67, 3.17} MHz, respectively.
Figure 2(a) shows the experimental sequence to study

double-EIT cooling with a single ion. For a single 171Ybþ

ion, secular trap frequencies are ωy=2π ¼ 2.38 MHz in the
transverse direction and fωx;ωzg=2π ¼ f0.42; 0.47g MHz
in the crystal plane. We first apply Doppler cooling, which
leads to the Doppler-limit temperatures around phonon
number n̄ ≈ 7. After Doppler cooling, 95% population of
the internal state of ions falls into the S1=2jF ¼ 1imanifold.
Afterward, we apply the EIT beams for a duration τEIT. In
order to measure the final phonon number n̄, 3 μs optical
pumping is carried out to prepare the ground state
S1=2jF ¼ 0; m ¼ 0i. By driving blue-sideband transition
and fitting time evolution [45], the average phonon number
n̄ is extracted.
We experimentally study double-EIT cooling dynamics,

with relative detuning Δp − Δd ¼ 4.55 MHz, by measur-
ing the mean occupation number n̄ at various cooling
durations τEIT, as indicated in Fig. 2(b). The mean vibra-
tional number n̄ is measured by fitting the blue-sideband
transitions, which are shown in Fig. 2(c) before and in
Fig. 2(d) after EIT cooling. Without EIT cooling, oscil-
lations on the blue-sideband transition decay fast due to
various excitations on different vibrational number states
with different Rabi frequencies. As shown in Fig. 2(d), the

minimum value of n̄min ¼ 0.06ð�0.059Þ of EIT cooling
demonstrates a near ground-state cooling similar to side-
band cooling. The 1=e cooling time τcool ¼ 1=γcool, where
γcool is the cooling rate, is 30ð�1.6Þ μs. A duration of
200 μs is sufficient to reach the ground state.
By changing the frequency difference between the EIT

beams, we determine the cooling range and the optimal
detuning for double-EIT cooling. The efficiency of EIT
cooling is determined by the ratio of absorption strengths
between red-sideband and blue-sideband transitions,
as shown in Fig. 1(b), which is controlled by the detuning
of the driving beam Δd in our experiment. The optimal
detuning ðΔp − ΔdÞ=ð2πÞ for double-EIT cooling locates
at 4.55 MHz. This value is in accordance with the
predicted value of 4.57 MHz, which can be calculated by
δB þ δDR − ν, where δDR ¼ ð2πÞ 2.31 MHz is the dressed-
state ac Stark shift [43]. Numerical simulations are performed
to assess the experimental results, including a heating rate of
0.67 ms−1 along the transverse direction. The solid line in
Fig. 2(e) indicates the simulated average phonon numbers,
which match the experimental results fairly well.
The EIT cooling rate γcool and the minimum phonon

number nmin as functions of intensities of the EIT beams are

(a)

(b)

(e)

(c)

(d)

FIG. 2. (a) Experimental sequence for exploring EIT cooling of
a single trapped ion. (b) Cooling dynamics for the transverse
mode along the y axis. Red points are experimental data obtained
by fitting blue-sideband transitions shown in (c) and (d). Error
bars denote fitting errors. The black line is an exponential fit. The
horizontal dashed line indicates 1=e of initial phonon number. (c),
(d) The blue-sideband transition after (c) Doppler cooling and
(d) EIT cooling of 200 μs. (e) Average phonon number n̄ at the
end of double-EIT cooling versus the relative detuning between
the probe beam and the driving beam. The black line is the
numerical simulation result obtained by solving the master
equation [43].
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shown in Fig. 3. We characterize the cooling efficiency as
the power of the driving (probe) beam varies, while the
power of the probe (driving) beam is fixed at 5.5 μW,
Ωp=2π ¼ 6.67 MHz (24 μW, Ωd=2π ¼ 17.39 MHz). At
each point of laser powers, we search the optimal EIT
detuning (Δp − Δd). As shown in Fig. 3, numerical
simulations match the experimental results fairly well,
while the discrepancies of cooling rates could originate
from the overall power fluctuations. As the power of the
driving beam increases to the maximal possible value in our
experiment, the cooling efficiency is also enhanced, as
shown in Fig. 3(a). On the other hand, Fig. 3(b) shows that
both the cooling rate and limit have a local optimum. To
balance the cooling rate and limit, we determine the optimal
power of the probe beam by minimizing the ratio between
the final phonon number and cooling rate of the numerical
curve in Fig. 3(b). Finally, we found Ωp=ð2πÞ ¼ 11 MHz
is optimal for cooling.
To assess double-EIT cooling on a large ion crystal, we

store a 2D crystal of 12 ions in a pancake harmonic
potential with secular trap frequencies ωy=ð2πÞ ¼
1.22 MHz in the transverse direction and fωx;ωzg=ð2πÞ ¼
f0.34; 0.42g MHz in the crystal plane. With this smaller
ωy, the heating rate is increased to 0.77 ms−1. We suppress
the micromotion of the 2D crystal in the transverse modes
by adjusting the plane of the crystal to be in line with the
micromotion direction, which is the z axis shown in
Fig. 1(c). Then, the direction of dominant micromotion
is perpendicular to directions of the transverse modes and
the net-propagation direction of the EIT beams. In such a
situation, the effect of micromotion is eliminated in double-
EIT cooling; therefore, we can perform efficient cooling.
Indeed, we measure the strength of the micromotion
sideband in the Raman spectroscopy and observe it is at
a similar level to a single ion [42]. Double-EIT cooling of a
12-ion crystal is observed from the Raman absorption
spectrum. Figure 4(a) depicts the spectrum with only
Doppler cooling, where the peaks of blue-sideband (blue

curve) and red-sideband (red curve) transitions possess
similar heights across all motional modes, which indicates
the phonon numbers are much larger than 1. Figure 4(b)
shows the spectrum after both Doppler and EIT cooling,
where the reduction of red-sideband transitions indicates
simultaneous ground-state cooling of all transverse modes.
The small peak in the spectrum of red-sideband transitions
originates from imperfect ground-state cooling of the center
of mass (COM) mode with linearly scaled heating rate. We
numerically simulate the red-sideband absorption spectrum
of the crystal in the vicinity of each mode for the parameters
of our experiment [29]. The estimated phonon number of
the COM mode is 1.04 (�0.26) [43].
We also use the optical-dipole-force (ODF) thermometry

[46] to measure the final phonon number of the COM
mode. The ODF is generated by simultaneously driving
red-sideband and blue-sideband transitions, where the σxσx
interaction emerges. With ion-phonon coupling, this σxσx
interaction could induce decoherence in the x basis. The
Ramsey measurement is adopted to probe this decoherence,
as shown in Fig. 4(c). We first prepare all qubits to their
ground state in the σz basis j↓iz and then apply the ODF for
two fixed durations τODF with a spin-echo pulse sand-
wiched in between. Figure 4(d) shows the spectrum near
the COM mode of the crystal with different phonon

(a) (b)

FIG. 3. The final mean phonon numbers (circular points) and
the cooling rates (square points) are plotted versus the power of
(a) the driving beam and (b) the probe beam. Error bars denote the
fitting uncertainties of blue-sideband evolutions, similar to Figs. 2
(c) and 2(d). Solid lines are numerical simulation results obtained
by solving the master equation [43].

(a)

(b)

(c)

(d)

(e)

FIG. 4. (a),(b) Blue-sideband (blue curve) and red-sideband
(red curve) spectrum after (a) Doppler cooling and (b) EIT
cooling. The vertical axis represents the count globally collected
by the photomultiplier tube (PMT). The horizontal axis μR ¼
ωR − ω0 is the detuning of the Raman transition from the qubit
transition. Vertical lines indicate the locations of 12 motional
modes perpendicular to the 2D-crystal plane. (c) Pulse sequence
for the ODF thermometry. (d) ODF spectrum with different
average phonon numbers. The dashed black line indicates the
position we choose for the cooling rate measurement. (e) Cooling
dynamics for a single ion (green) and a 2D crystal with 12 ions
(red). The dots are experimental data. The error bars represent the
standard deviation induced by the quantum projection noise.
Solid lines are fitting curves by exponential decay functions.

PHYSICAL REVIEW LETTERS 126, 023604 (2021)

023604-4



numbers. The temperature of the crystal is measured by
fitting the spectrum to the formula [Eq. (35)] in Ref. [43],
where the n̄ of Doppler cooling and EIT cooling are
10.72ð�4.23Þ and 1.04ð�0.61Þ, respectively. Here, we
calibrate the strength of the ODF beams by measuring
the Lamb-Dicke parameter and the Rabi frequency of
carrier transition [43].
To explore the cooling dynamics for the COMmode of a

crystal with 12 ions, we develop a simple method to
estimate n̄ instead of using the whole ODF spectrum in
Fig. 4(d). By fixing the detuning at the position with the
largest decoherence, the height of the ODF signal is
converted to the mean phonon number n̄ [43]. We observe
a cooling rate and a cooling limit consistent with the rate
and the limit of a single ion. In the setting of 12 ions, the
cooling rate and the limit of a single ion are measured as
22.1ð�0.1Þ ms−1 and 0.34ð�0.25Þ, respectively, as shown
in Fig. 4(e). With 12 ions, the rate and the limit are
15.9ð�0.1Þ ms−1 and 1.04ð�0.61Þ, respectively. The cool-
ing rate is reduced, and the cooling limit is increased for 12
ions due to the heating rates proportional to the number
of ions, which is 0.61ð�0.08Þ ms−1 per ion [43]. In our
experiment, we do not observe the more efficient EIT
cooling due to the many-body effect reported in
Refs. [30,51] within our error bars, which may need further
experimental or theoretical study.
In summary, we have experimentally shown that double-

EIT cooling can be performed with 171Ybþ ions and used to
efficiently cool down the transverse motional modes of a 2D
crystal. We demonstrate that EIT cooling can be realized for
atoms and ions with more complicated level structures than a
Λ scheme. Our experimental approach is suitable for other
hyperfine ions with a clock state, offering a fast ground-state
cooling technology for atoms with a long coherence time.
This method may be useful for a large-scale trapped ion
quantum processor, for use in quantum computation, quan-
tum magnetism, quantum chemistry, and quantum machine
learning. In future work, it would be interesting to engineer
the absorption spectrum for more efficient cooling [41] and
to study whether the in-plane modes of 2D crystals can be
efficiently cooled down to near the ground state.
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