
 

Using Diffuse Scattering to Observe X-Ray-Driven Nonthermal Melting
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We present results from the SPring-8 Angstrom Compact free electron LAser facility, where we used a
high intensity (∼1020 W=cm2) x-ray pump x-ray probe scheme to observe changes in the ionic structure of
silicon induced by x-ray heating of the electrons. By avoiding Laue spots in the scattering signal from a
single crystalline sample, we observe a rapid rise in diffuse scattering and a transition to a disordered,
liquidlike state with a structure significantly different from liquid silicon. The disordering occurs within
100 fs of irradiation, a timescale that agrees well with first principles simulations, and is faster than that
predicted by purely inertial behavior, suggesting that both the phase change and disordered state reached
are dominated by Coulomb forces. This method is capable of observing liquid scattering without masking
signal from the ambient solid, allowing the liquid structure to be measured throughout and beyond the
phase change.
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Nonthermal melting is the loss of periodic order in a
system without thermal equilibration between the electron
and ion subsystems. It has been observed in a wide range of
semiconductors [1–3], where a high-fluence laser pulse can
excite large numbers of electrons to the conduction band.
This leads to an electrostatic potential between the now-
ionized atoms and, if the crystalline structure is open packed,
rapid disordering into a closer-packed state, a process known
as crystal mismatch heating [4]. This process, or the closely
related Coulomb explosion [5], is therefore expected in any
system where a large population of electrons can be excited
on ultrafast timescales. While optical or infrared photons can
cause such excitation in semiconductors, high-fluence x-ray
pulses, capable of penetrating through samples and exciting
core electrons, can cause such an effect in a much wider
range of materials [6].

X-ray free electron lasers (XFELs) can deliver far higher
brilliances than previous x-ray sources, and together with
new focusing approaches that deliver spot sizes of less than
1 μm in diameter [7,8], irradiation intensities comparable to
those of optical lasers can now be reached. Unlike in
optical-driven transitions, x-rays can deposit energy
throughout thick samples, exciting high-energy photoelec-
trons that take more time to thermalize with the electron
system, heating electrons over a larger region. Although
this means that a lower energy density will be reached with
the same incident intensity, it delivers a significantly more
homogeneous initial energy density across a larger volume
than can be excited with optical lasers.
To date, x-ray measurements of ultrafast melting or

disordering have largely relied on changes in diffraction
peaks, as in previous work at the SPring-8 Angstrom
Compact free electron LAser (SACLA) facility [9,10]
and elsewhere [11]. The latter, by Pardini et al., demon-
strates the challenges of studying phase transitions by
observing the weakening of diffraction lines, particularly
when both the pump and probe pulse are at the same
energy. For example, what was initially believed to be a
strong diffraction signal from silicon h333i up to 150 fs
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after x-ray heating was in fact due to fluctuations in the
pulse fluences and a loss of beam overlap [11,12]. The
work we present here also looks at x-ray-induced silicon
melting but with our single crystal sample aligned such that
none of the Laue spots meet the diffraction condition. The
transition from solid to liquid can then be discerned from
the rise in the diffusely scattered signal as the lattice order is
lost, as has previously been seen in optically driven
semiconductors [13] and structural transitions [14], rather
than from the drop in the diffraction signal.
The data presented in this paper were collected at

BeamLine 3 of the SACLA XFEL facility in Hyōgo,
Japan [15,16], and a schematic of the experimental setup
is shown in Fig. 1. Using SACLA’s two color mode, pulses
at different x-ray energies with a variable delay between
them are generated by undulators upstream and down-
stream of an electron chicane [17]. Both pulses are 7 fs in
duration (full width at half maximum), such that we can
assume that each pulse does not affect the sample structure
as it probes it [10,18]. The delay between the pulse can be
varied arbitrarily, with a precision of < 1 fs, although
delays shorter than the pulse lengths would not give
meaningful data in this experimental setup.
This experiment used an initial (pump) pulse at

9.83� 0.05 keV containing 130� 40 μJ and a second
(probe) pulse at 9.62� 0.04 keV; the probe pulse has a
similar fluence at 0 fs delay (120� 30 μJ), but this
decreases by around 50% (to 60� 20 μJ) at the maximum
delay of 300 fs due to loss of electron beam quality in
the chicane. A pickoff diffractive optic (< 1% loss)
upstream of the chamber allows us to monitor the incoming
spectrum on each shot, such that it can be accounted for in
the analysis; averages of the incoming spectra are shown
in the inset of Fig. 3. The beam is focused using
Kirkpatrick-Baez mirrors for an elliptical spot size of

ð205� 17 nmÞ × ð163� 15 nmÞ, which was remeasured
by a knife-edge scan after each change in pulse delay. The
spot size gives an incident pump beam intensity (fluence) of
6.8� 2.2 × 1019 W=cm2 (4.8� 1.6 × 105 J=cm2). Due to
the use of reflective rather than refractive, focusing optics,
the spot sizes of the pump and probe beams are almost
identical and remain overlapped so long as the pulses are
collinear as they leave the undulators, and there is only
minimal (∼1%) signal outside the focal spot [19].
The pulses were normally incident onto 20 μm thick,

h001i-oriented single crystalline silicon samples at a
repetition rate of 30 Hz, with the target scanned > 50 μm
between shots to ensure a fresh sample. An estimated 15%
of the pump pulse energy is absorbed by the silicon,
exciting photoelectrons that deposit energy across a wide
region of the sample [20], with a maximum range estimated
at around 1 μm [21]. If we assume that all deposited energy
remained within the focal spot, we obtain a deposited dose
of around 3.8 keV=atom, while assuming that the energy is
uniformly spread across the photoelectron range gives a
much lower dose, on the order of 30 eV=atom; in practice,
the dose in the center of the spot would be somewhat above
this lower estimate. There exists significant work estimat-
ing the behavior of silicon under XFEL irradiation, with a
damage threshold for nonthermal melting estimated at
between 0.9 eV=atom [22,23], with significant interplay
between nonthermal and electron-phonon effects, and
2.1 eV=atom [24] under the Born-Oppenheimer approxi-
mation. The deposited dose here is well above these
estimates, so we expect to see purely nonthermal melting
effects, resulting in a high-density liquid within at most
100s of fs, and subsequent ablation over longer timescales
[6]. These rapid phase changes are driven by induced
Coulomb forces between the ions, which energetically
favor a transition from the inefficiently packed diamond
lattice to a closer-packed liquid [4], since this increases the
average separation, releasing electrostatic potential energy
as kinetic energy of the particles.
The scattered signal of the pump and probe pulses is

collected on a pair of multiport charged couple devices [25]
located outside the chamber at a distance of 169 mm above
the XFEL axis. The total detector coverage was 2048 ×
512 pixels (102.4 × 25.6 mm2, pixel size 50 × 50 μm2)
and could be translated horizontally, along the direction
of the beam axis to obtain data from different angular
ranges. The detector positions were calibrated using the
diffracted signal from copper samples and covered ranges
of 35°–51° and 49°–75°. Due to the crystal orientation of the
sample, no diffraction (Laue) spots can be reached on the
detector.
Example 2D data images shown in Fig. 2 are averages

over all shots at the same time delay and detector position,
and each consist of signals from both the pump and probe
beams, which scatter from the ambient and heated samples,
respectively. The pump-probe jitter is < 1 fs, although the

FIG. 1. Schematic of the experimental chamber setup, showing
the two-color XFEL beam incident at normal incidence onto the
silicon target. The diffraction detector at the rear side shows
example data at 0 fs, with both pulses scattering from the ambient
lattice, and at 150 fs, where the delayed probe pulse signal is
significantly stronger due to increased diffuse scattering. The
image is adapted from our previous paper [9].
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use of ungated detectors means that the signal is effectively
averaged over the transit time of the pulse through the
target, approximately 66 fs. The data images account for
filtering on the detector and the variable angular coverage
of the pixels.
Because this experimental setup does not probe any

coherent diffraction orders, at 0 fs [Fig. 2(a)] only a diffuse
signal is seen. This is primarily the temperature diffuse
scattering (TDS) of both pulses from phonon modes of the
crystalline lattice [26] but may also include signals from
low level imperfections and impurities [27,28]. At longer
delays, the pump pulse still interacts with the ambient
lattice, so a similar (although weaker) TDS signal can be
seen in the 300 fs image on top of a much stronger signal of
the probe pulse scattered from the heated sample. The
significantly weaker TDS at 150 fs appears to be due to a
different crystal rotation around the h001i vector for this
sample. The drop in signal from 150–300 fs is primarily
due to the weaker probe pulse at the longest delay.
Figure 3 shows azimuthally integrated lineouts of each

delay probed as a function of the scattering angle, θ, along
with the associated incoming spectra; the scattering vector,
k ¼ 4π=λ sin ðθ=2Þ (top axis) is calculated for the probe
pulse wavelength λ ¼ 1.29 Å. The early time lineouts at 0
and 10 fs show weak diffuse scattering, with the difference
between them due a slight misalignment of the samples,
such that they probe different azimuthal angular ranges.
From these to the smoother lineouts at 100þ fs there is a
rapid rise in signal strength, with the data point at 50 fs
approximately midway between. This rise in signal, across
regions of k space with no diffraction peaks, is strong
evidence of a loss of order and a transition to a disordered,
liquidlike state within 100 fs of irradiation. The only other
source of signal would be emissions from the heated target,
but this would not be expected to vary with the pulse delay
as a similar electron temperature is reached in all cases and
the detectors are not gated. Fourier transforming the signal
lineout to observe the corresponding change in the pair
distribution function, as is standard in synchrotron experi-
ments, e.g., [29], is not possible in this case due to the
relatively small k range probed. This small k range is

determined by the XFEL, which produces significantly
lower pulse fluences for x-ray energies above 10 keV, and
the chamber geometry, which does not allow us to access a
larger angular range.
In order to compare the observed phase transition to

predicted behavior, we performed a density functional
molecular dynamics (DFT-MD) simulation of the crystal-
line solid with the electron temperature instantaneously
raised to Te ¼ 10 eV, and the sample then allowed to
evolve under a microcanonical ensemble. This assumes that
there is no bulk change in mass or energy density over the
timescale considered, which is justified by the short time-
scales and the large region heated by the excited photo-
electrons, respectively. The atomic positions at each time
step of the simulation were Fourier transformed to obtain
the static structure factor SðkÞ and multiplied by a tabulated
atomic form factor fðkÞ, which describes the distribution of
electrons around the atom in reciprocal space; in this case,
we assumed a constant ionization of þ3, estimated from
comparison of SðkÞ to that from a screened Debye model
[30]. Together, these give the Rayleigh weight WRðkÞ ¼
SðkÞ × fðkÞ2, which is directly proportional to the scattered
signal.
Figure 4 shows the simulated Rayleigh weight as a

function of k vector over the delay range 0–100 fs alongside
liquid silicon x-ray diffraction data from a magnetically
levitated molten silicon sample at 1893 K [31]. Also shown
is the output of the simpler molecular dynamics simulation,
which was used to estimate the ionization. The close

FIG. 2. Averaged diffraction data images across the angular
ranges at delays of 0, 150, and 300 fs (top to bottom) between the
pump and probe beams. The color scale is arbitrary but consistent
between images.

FIG. 3. Scattering lineout data from silicon for varying pump-
probe delays, aligned such that no Laue spots fall on the detector.
XFEL spectra for each delay are shown in the inset. Signals were
taken at two separate detector positions with angular ranges 35°–
51° and 49°–75°; at 50 fs delay, only the first range was used.
Most lineouts are the average of around 300 shots, except 100 fs,
which uses only 60.
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agreement of this lineout with that of the DFT-MD
simulation confirms that the state formed after 100 fs is
well described as a one-component plasma interacting
through a screened Coulomb potential [30,32].
The simulated lineouts show a strong rise in signal

within 100 fs, in agreement with the observed experimental
data. Compared to the liquid signal, the DFT-MD results do
not show the “shoulder” at 3.5 Å−1 but have a more
pronounced peak at 5.5 Å−1. These differences are likely
due to the simulation being ionized such that the structural
behavior is dominated by Coulomb forces rather than
transient covalent bonds. This ionization therefore both
causes the ultrafast disordering to occur, as described
above, but also affects the final state.
Figure 5 compares the DFT-MD and liquid lineouts to

the observed experimental data. The simulated and liquid
lines are the sum of the relevant Rayleigh weight and either
the t ¼ 0 fs or t ¼ 10 fs delay signal from Fig. 3 to account
for TDS that is not captured in the simulation. The two
components are weighted by the relevant probe and pump
fluences, respectively, and include an empirical factor to
account for the uncalibrated signal units, which is constant
for all delays.
From the comparison in Fig. 5, we can clearly see that

the simulated DFT-MD data describe the observed disor-
dered structure much better than the liquid silicon data of
Kimura et al. [31]. At all four delays, the liquid under-
estimates the signal at higher angles, while the Coulomb-
dominated liquid of the simulation gives qualitative agree-
ment. The biggest disparity is at the lowest k values, where
the simulation predicts a sharp rise in signal for k < 3 Å−1,

which does not appear in the experimental data. Although
the uncertainty in the signal is the greatest in this region,
since the shielding in the experimental geometry was
thickest, this does suggest the simulation may not be fully
capturing the behavior of the sample induced by the x-ray
heating. Additionally, the weaker agreement at the latest
delay implies that further evolution occurs after the initial
disordering.
To highlight the agreement in the timescale of the

disordering, Fig. 6 plots the scattered probe pulse signal
as a function of delay. This is calculated by subtracting the
t ¼ 0 signal, normalized to the pump pulse intensity of
each shot, and normalizing the sum of this pump-subtracted

FIG. 4. Simulated Rayleigh weight as a function of scattering
vector. The solid lines are extracted from intervals of the DFT-
MD simulation, while the dot-dashed line is from a screened
Coulomb (Yukawa) MD simulation; all assume a constant
ionization of þ3 for the form factor. The dashed lines indicate
diffraction peaks of the ambient lattice and are reduced by 75%
for easier comparison. The two shaded areas show the detector
angular coverages. The dotted line indicates previously measured
scattering from liquid silicon at an ion temperature of
1893 K [31].

FIG. 5. Lineouts from delays of 50, 100, 150, and 300 fs from
Fig. 3 compared to the simulated (dashed) and liquid Si (dotted)
Rayleigh weights from Fig. 4. The Rayleigh weights are added to
the early time lineout to account for TDS and scaled by the probe
and pump fluence, respectively. The color scale (online only) is
the same as in Fig. 3, and the lines are offset for clarity.

FIG. 6. Scattered probe signal, normalized to the incoming
probe intensity, as a function of time. The simulation lines are
scaled to the measured values and so only demonstrate the
evolution timescale.
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signal to the probe pulse intensity. Also shown is the signal
from a DFT-MD simulation, described above, and from a
purely inertial molecular dynamics (MD) model. The MD
simulation was performed with LAMMPS [33,34], using
1000 Si atoms initialized in a cubic diamond structure at
300 K with a Lennard-Jones interatomic potential, such that
the evolution is due to room temperature thermal motion
[35]. As expected, the DFT-MD simulation disorders more
quickly due to the induced Coulomb forces driving the
particles toward a disordered state [4]. We also note that the
timescales for the two angular regions are more similar for
the DFT-MD case than the inertial case, where the intensity
evolves as IðtÞ ∼ expð−k2v2rmst2=3Þ [36], with vrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3kBT0=mSi

p ¼ 5 × 10−3 Å=fs being the root mean square
thermal velocity.
The DFT-MD simulation clearly gives better agreement

with the observed behavior, while that predicted by the
inertial model lies outside the experimental uncertainty of
the 50 fs delay data point. This suggests that the purely
inertial model used to explain semiconductor disordering
by lower intensity optical pulses [36] cannot explain the
disordering induced by the higher intensity drive here.
However, the two effects are only relatively weakly dis-
tinguished, and the angular dependence implies that a
future experiment looking at lower angles, where inertial
behavior would take longer to cause disordering, could
further confirm these results.
We have observed a rapid rise in diffuse scattering from

an initially single crystalline silicon sample irradiated by an
intense x-ray pulse, with the resulting disordered state
showing a distinctly different structure to that of liquid
silicon. This indicates an ultrafast phase change due to
Coulomb forces induced between the atoms by ionization.
Rather than relying on weakening of diffraction lines, our
method observes the rise in diffuse scattering, allowing the
structure to be observed throughout and beyond the phase
transition, with the potential for unprecedented insight into
melting dynamics in a wide range of sample materials. Due
to the weak scattering from liquids, this method will
generally only be feasible with the high x-ray flux available
on XFEL facilities, particularly if applied to even lower Z
samples, with carbon likely to be particularly interest-
ing [6].
In principle, similar methods can be used whenever the

scattering from the ambient structure is well-character-
ized. However, confidence in the measurements of the
generated state increases as ambient scattering is reduced
by, for example, masking diffraction spots, optimizing the
crystal orientation, or using absorption edge filtering
before the detector to attenuate the pumping pulse.
Alternatively, as new detectors are developed with larger
dynamic ranges, experiments that observe the loss of
diffraction peaks and the rise in diffuse scattering simul-
taneously would give unprecedented insight into phase
change dynamics.

The XFEL experiments were performed at the BL3 of
SPring-8 Angstrom Compact free electron LAser (SACLA)
with the approval of the Japan Synchrotron Radiation
Research Institute (JASRI) (Proposal Nos. 2017B8075
and 2018A8056). We would like to thank the staff at
SACLA for their technical support on the beamtimes, and
Dr. T. White for the use of his skcalc.py software. N. J. H. was
supported in part by JSPS KAKENHI Grant
No. 16K17846. N. J. H., K. V., A. K. S., and D. K. were
supported by the Helmholtz Association under VH-NG-
1141. This work was supported by the Department of
Energy, Laboratory Directed Research and Development
program at SLAC National Accelerator Laboratory, under
Contract No. DE-AC02-76SF00515 and as part of the
Panofsky Fellowship awarded to E. E. M. A. V. R.
acknowledges the support of the Australian government
through the Australian Research Councils Discovery
Project DP170100131. N. O. was supported in part by
JSPS Japan-Australia Open Partnership Joint Research
Project and MEXT Q-LEAP Project.

*Corresponding author.
njh@slac.stanford.edu

[1] K. Sokolowski-Tinten, J. Bialkowski, M. Boing, A.
Cavalleri, and D. von der Linde, Phys. Rev. B 58,
R11805 (1998).

[2] A. Rousse, C. Rischel, S. Fourmaux, I. Uschmann, S.
Sebban, G. Grillon, P. Balcou, E. Förster, J. Geindre, P.
Audebert, J. Gauthier, and D. Hulin, Nature (London) 410,
65 (2001).

[3] C. W. Siders, A. Cavalleri, K. Sokolowski-Tinten, C. Toth,
T. Guo, M. Kammler, M. Horn von Hoegen, K. R. Wilson,
D. von der Linde, and C. P. J. Barty, Science 286, 1340
(1999).

[4] M. Lyon, S. D. Bergeson, G. Hart, and M. S. Murillo, Sci.
Rep. 5, 15693 (2015).

[5] N. Medvedev, H. O. Jeschke, and B. Ziaja, New J. Phys. 15,
015016 (2013).

[6] N. Medvedev, V. Tkachenko, V. Lipp, Z. Li, and B. Ziaja,
4open 1, 3 (2018).

[7] H. Yumoto, H. Mimura, T. Koyama, S. Matsuyama, K.
Tono, T. Togashi, Y. Inubushi, T. Sato, T. Tanaka, T.
Kimura, H. Yokoyama, J. Kim, Y. Sano, Y. Hachisu, M.
Yabashi, H. Ohashi, H. Ohmori, T. Ishikawa, and K.
Yamauchi, Nat. Photonics 7, 43 (2013).

[8] H. Yumoto, Y. Inubushi, T. Osaka, I. Inoue, T. Koyama, K.
Tono, M. Yabashi, and H. Ohashi, Appl. Sci. 10, 2611
(2020).

[9] N. J. Hartley et al., High Energy Density Phys. 32, 63
(2019).

[10] I. Inoue, Y. Inubushi, T. Sato, K. Tono, T. Katayama, T.
Kameshima, K. Ogawa, T. Togashi, S. Owada, Y. Amemiya,
T. Tanaka, T. Hara, and M. Yabashi, Proc. Natl. Acad. Sci.
U.S.A. 113, 1492 (2016).

[11] T. Pardini, J. Alameda, A. Aquila, S. Boutet, T. Decker, A. E.
Gleason, S. Guillet, P. Hamilton, M. Hayes, R. Hill, J. Koglin,
B. Kozioziemski, J. Robinson, K. Sokolowski-Tinten,

PHYSICAL REVIEW LETTERS 126, 015703 (2021)

015703-5

https://doi.org/10.1103/PhysRevB.58.R11805
https://doi.org/10.1103/PhysRevB.58.R11805
https://doi.org/10.1038/35065045
https://doi.org/10.1038/35065045
https://doi.org/10.1126/science.286.5443.1340
https://doi.org/10.1126/science.286.5443.1340
https://doi.org/10.1038/srep15693
https://doi.org/10.1038/srep15693
https://doi.org/10.1088/1367-2630/15/1/015016
https://doi.org/10.1088/1367-2630/15/1/015016
https://doi.org/10.1051/fopen/2018003
https://doi.org/10.1038/nphoton.2012.306
https://doi.org/10.3390/app10072611
https://doi.org/10.3390/app10072611
https://doi.org/10.1016/j.hedp.2019.05.002
https://doi.org/10.1016/j.hedp.2019.05.002
https://doi.org/10.1073/pnas.1516426113
https://doi.org/10.1073/pnas.1516426113


R. Soufli, and S. P. Hau-Riege, Phys. Rev. Lett. 120, 265701
(2018).

[12] T. Pardini, J. Alameda, A. Aquila, S. Boutet, T. Decker,
A. E. Gleason, S. Guillet, P. Hamilton, M. Hayes, R. Hill, J.
Koglin, B. Kozioziemski, J. Robinson, K. Sokolowski-
Tinten, R. Soufli, and S. P. Hau-Riege, Phys. Rev. Lett.
124, 129903(E) (2020).

[13] A. M. Lindenberg et al., Phys. Rev. Lett. 100, 135502
(2008).

[14] S. Wall, S. Yang, L. Vidas, M. Chollet, M. Glownia, M.
Kozina, T. Katayama, T. Henighan, M. Jiang, T. A. Miller,
D. A. Reis, L. A. Boatner, O. Delaire, and M. Trigo, Science
362, 572 (2018).

[15] M. Yabashi, H. Tanaka, and T. Ishikawa, J. Synchrotron
Radiat. 22, 477 (2015).

[16] K. Tono, T. Togashi, Y. Inubushi, T. Sato, T. Katayama, K.
Ogawa, H. Ohashi, H. Kimura, S. Takahashi, K. Takeshita,
H. Tomizawa, S. Goto, T. Ishikawa, and M. Yabashi, New J.
Phys. 15, 083035 (2013).

[17] T. Hara, Y. Inubushi, T. Katayama, T. Sato, H. Tanaka, T.
Tanaka, T. Togashi, K. Togawa, K. Tono, M. Yabashi, and T.
Ishikawa, Nat. Commun. 4, 2919 (2013).

[18] D. A. Chapman et al., Phys. Plasmas 21, 082709 (2014).
[19] T. Pikuz, A. Faenov, T. Matsuoka, S. Matsuyama, K.

Yamauchi, N. Ozaki, B. Albertazzi, Y. Inubushi, M.
Yabashi, K. Tono, Y. Sato, H. Yumoto, H. Ohashi, S. Pikuz,
A. N. Grum-Grzhimailo, M. Nishikino, T. Kawachi, T.
Ishikawa, and R. Kodama, Sci. Rep. 5, 17713 (2016).

[20] A. N. Grum-Grzhimailo, T. Pikuz, A. Faenov, T. Matsuoka,
N. Ozaki, B. Albertazzi, S. Pikuz, Y. Inubushi, M. Yabashi,
K. Tono, H. Yumoto, H. Ohashi, T. Ishikawa, and R.
Kodama, Eur. Phys. J. D 71, 69 (2017).

[21] M. J. Berger, J. S. Coursey, M. A. Zucker, and J. Chang,
ESTAR, PSTAR, and ASTAR: Computer Programs for
Calculating Stopping-Power and Range Tables for Elec-
trons, Protons, and Helium Ions (version 1.2.3) (2005).

[22] N. Medvedev, Z. Li, and B. Ziaja, Phys. Rev. B 91, 054113
(2015).

[23] N. Medvedev, M. Kopecky, J. Chalupsky, and L. Juha, Phys.
Rev. B 99, 100303(R) (2019).

[24] P. Stampfli and K. H. Bennemann, Prog. Surf. Sci. 35, 161
(1990).

[25] T. Kameshima et al., Rev. Sci. Instrum. 85, 033110 (2014).
[26] B. E. Warren, X-ray Diffraction (Addison-Wesley, Reading,

MA, 1969).
[27] R. Barabash, Mater. Sci. Eng. A 309–310, 49 (2001).
[28] P. Klang andV.Holý, Semicond. Sci. Technol. 21, 352 (2006).
[29] T. H. Kim, G.W. Lee, B. Sieve, A. K. Gangopadhyay, R.W.

Hyers, T. J. Rathz, J. R. Rogers, D. S. Robinson, K. F. Kelton,
and A. I. Goldman, Phys. Rev. Lett. 95, 085501 (2005).

[30] J. Vorberger and D. O. Gericke, High Energy Density Phys.
9, 178 (2013).

[31] H. Kimura, M. Watanabe, K. Izumi, T. Hibiya, D. Holland-
Moritz, T. Schenk, K. R. Bauchspieß, S. Schneider, I. Egry,
K. Funakoshi, and M. Hanfland, Appl. Phys. Lett. 78, 604
(2001).

[32] K. Wünsch, P. Hilse, M. Schlanges, and D. O. Gericke,
Phys. Rev. E 77, 056404 (2008).

[33] LAMMPS, http://lammps.sandia.gov.
[34] S. Plimpton, J. Comput. Phys. 117, 1 (1995).
[35] X. Wang, J. C. Ekström, Å. U. J. Bengtsson, A. Jarnac, A.

Jurgilaitis, V.-t. Pham, D. Kroon, H. Enquist, and J. Larsson,
Phys. Rev. Lett. 124, 105701 (2020).

[36] A. M. Lindenberg et al., Science 308, 392 (2005).

PHYSICAL REVIEW LETTERS 126, 015703 (2021)

015703-6

https://doi.org/10.1103/PhysRevLett.120.265701
https://doi.org/10.1103/PhysRevLett.120.265701
https://doi.org/10.1103/PhysRevLett.124.129903
https://doi.org/10.1103/PhysRevLett.124.129903
https://doi.org/10.1103/PhysRevLett.100.135502
https://doi.org/10.1103/PhysRevLett.100.135502
https://doi.org/10.1126/science.aau3873
https://doi.org/10.1126/science.aau3873
https://doi.org/10.1107/S1600577515004658
https://doi.org/10.1107/S1600577515004658
https://doi.org/10.1088/1367-2630/15/8/083035
https://doi.org/10.1088/1367-2630/15/8/083035
https://doi.org/10.1038/ncomms3919
https://doi.org/10.1063/1.4893146
https://doi.org/10.1038/srep17713
https://doi.org/10.1140/epjd/e2017-70767-8
https://doi.org/10.1103/PhysRevB.91.054113
https://doi.org/10.1103/PhysRevB.91.054113
https://doi.org/10.1103/PhysRevB.99.100303
https://doi.org/10.1103/PhysRevB.99.100303
https://doi.org/10.1016/0079-6816(90)90034-H
https://doi.org/10.1016/0079-6816(90)90034-H
https://doi.org/10.1063/1.4867668
https://doi.org/10.1016/S0921-5093(00)01663-4
https://doi.org/10.1088/0268-1242/21/3/025
https://doi.org/10.1103/PhysRevLett.95.085501
https://doi.org/10.1016/j.hedp.2012.12.009
https://doi.org/10.1016/j.hedp.2012.12.009
https://doi.org/10.1063/1.1341220
https://doi.org/10.1063/1.1341220
https://doi.org/10.1103/PhysRevE.77.056404
http://lammps.sandia.gov
http://lammps.sandia.gov
http://lammps.sandia.gov
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1103/PhysRevLett.124.105701
https://doi.org/10.1126/science.1107996

