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We compare two optical clocks based on the 2S1=2ðF ¼ 0Þ → 2D3=2ðF ¼ 2Þ electric quadrupole (E2) and
the 2S1=2ðF ¼ 0Þ → 2F7=2ðF ¼ 3Þ electric octupole (E3) transition of 171Ybþ and measure the frequency
ratio νE3=νE2 ¼ 0.932829404530965376ð32Þ, improving upon previous measurements by an order of
magnitude. Using two caesium fountain clocks, we find νE3 ¼ 642121496772645.10ð8Þ Hz, the most
accurate determination of an optical transition frequency to date. Repeated measurements of both quantities
over several years are analyzed for potential violations of local position invariance. We improve by
factors of about 20 and 2 the limits for fractional temporal variations of the fine structure constant α to
1.0ð1.1Þ × 10−18=yr and of the proton-to-electron mass ratio μ to −8ð36Þ × 10−18=yr. Using the annual
variation of the Sun’s gravitational potential at Earth Φ, we improve limits for a potential coupling of both
constants to gravity, ðc2=αÞðdα=dΦÞ ¼ 14ð11Þ × 10−9 and ðc2=μÞðdμ=dΦÞ ¼ 7ð45Þ × 10−8.

DOI: 10.1103/PhysRevLett.126.011102

Searches for violations of Einstein’s equivalence prin-
ciple, such as tests of local Lorentz invariance and local
position invariance (LPI), have become one of the leading
applications of low-energy high-precision experiments
with laser-cooled atoms or ions [1]. As part of the
Einstein equivalence principle, LPI states that the result
of any nongravitational experiment is independent of the
position in space and time [2]. While theories beyond the
standard model predict temporal variations of fundamental
constants [3] and astronomical observations indicate a
spatial variation of the fine structure constant α [4], no
experimental observation of any violation of LPI in a
laboratory setting has been reported so far [1]. Promising
test cases in tabletop experiments are comparisons of
atomic clocks based on transitions that show a different
dependence of their frequency on the value of fundamental
constants [5–9]. Here, a potential variation would become
observable as a change in the frequency ratio of the clocks
that today reaches fractional frequency uncertainties of one
part in 1018 and below [10–13]. While a small frequency
uncertainty of the clock is a prerequisite to reveal unde-
tected indications of physics beyond the standard model, it
is of similar importance to have a large sensitivity of the
measured quantity, i.e., the frequency ratio of the clocks
used in the search, to the potentially varying constant.
Particularly large magnification of relative shifts of α is

expected from reference transitions in highly charged ions
[14] and even larger for the low-energy nuclear transition in
229Th [15,16]. The most stringent experimental limit on a
temporal drift of α so far is based on the frequency ratio of
Alþ and Hgþ single-ion optical clocks, repeatedly mea-
sured over a period of one year in 2006-2007 [5].
In this Letter, we report a more stringent test of LPI and

investigate variations of fundamental constants using com-
parisons between optical atomic clocks based on ytterbium
ions and microwave caesium fountain clocks over a period
of more than 4 years. The optical clocks employ the
2S1=2ðF ¼ 0Þ → 2D3=2ðF ¼ 2Þ electric quadrupole (E2)
or the 2S1=2ðF ¼ 0Þ → 2F7=2ðF ¼ 3Þ electric octupole (E3)
transition of a single trapped 171Ybþ ion. For the E2
transition, the natural lifetime of the excited state of about
50 ms limits the interrogation time, and we typically use a
single 40 ms Rabi pulse. The excited state lifetime of
several years on the E3 transition [17] enables us to take full
advantage of the available laser coherence time. By means
of an optical frequency comb, we transfer the excellent
frequency instability of a laser stabilized to a single-crystal
cryogenic silicon cavity [18] to the probe laser systems and
realize coherent interrogation times of up to 500 ms.
As already indicated by the different natural lifetimes,

the electronic structures of the excited states of the E2 and
E3 transitions differ significantly. They are characterized by
a single 6d electron for the 2D3=2 state and a single hole in
the otherwise filled 4f shell for the 2F7=2 state. The
proximity of the 4f shell to the nucleus of this heavy
ion makes it plausible that the E3 transition energy
possesses large relativistic contributions, making this tran-
sition frequency the most sensitive to changes of α among
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the presently operational optical clocks [19]. Furthermore,
the opportunity to compare two different transition frequen-
cies provided by the same ion reduces the complexity of the
experimental apparatus.
The two independent clock systems used for our inves-

tigation have recently been evaluated to below 3 × 10−18

fractional uncertainty on the E3 transition. In a comparison
over a period of six months, they showed an agreement
within their combined uncertainty and provided a stringent
test of [12]. Here we operate one clock system on the E3
and the other on the E2 transition to measure the frequency
ratio νE3=νE2 and to perform tests of LPI.
We employ rotationally symmetric radio frequency Paul

traps to confine single 171Ybþ ions, laser-cooled on the
2S1=2 → 2P1=2 transition at 370 nm to the Doppler temper-
ature limit at below 1 mK. Population trapping due to
spontaneous decay, background gas collisions, or success-
ful excitation of the clock transitions is prevented by state
repumping with 935 nm and 760 nm laser light. A large
magnetic field of about 0.5 mT prevents coherent pop-
ulation trapping during the cooling period [20], while a
well-controlled magnetic field of a few μT during inter-
rogation of the clock transition defines the orientation of the
quantization axis [21]. Averaging over three mutually
orthogonal orientations of the small magnetic field, tenso-
rial shifts are measured and suppressed on the E2 transition
[22]. For the E3 transition, the corresponding shift along a
given orientation is inferred from the measured E2 shift and
the known relative sensitivity of both transitions [21].
Frequency shifts due to residual ac magnetic fields from
the radio frequency trap field as reported in [23] have been
investigated and an upper bound is given in the uncertainty
budget shown in Table I. There, the frequency shifts δνE2
and corresponding uncertainties evaluated for the E2
transition are summarized, yielding a total uncertainty of
3.3 × 10−17. The leading uncertainty contribution caused
by the frequency shift induced by thermal radiation has
been substantially reduced using an investigation of the
differential polarizability performed at the National
Physical Laboratory [24], resulting in the significant
improvement of the total uncertainty compared to our
previously published value of 1.1 × 10−16 [25].
Since most operational parameters have been chosen

equally over the measurement period, the reproducibility
of frequency shifts reported in Table I is expected to be
significantly better than the corresponding systematic uncer-
tainty. Furthermore, uncertainties in atomic parameters,
such as the differential polarizability, do not contribute to
the reproducibility directly. For the E3 transition, frequency
shifts δνE3=νE3 have been evaluated to below 3 × 10−18 total
uncertainty [12] and contribute negligibly to the uncertainty
of the comparison of the two clocks.
The ratio of the two reference transitions is measured by

means of an optical frequency comb generator as shown in
Fig. 1. To improve the short-term frequency instability of

the E3 probe laser system, it is stabilized using the transfer
oscillator concept [26] to a laser system referencing the
cryogenic silicon cavity Si-2 [18]. Using the discriminator
signal obtained by spectroscopy of the E3 transition, the
frequency ratio of the E3 clock laser and the laser stabilized
to the Si-2 cavity is adjusted using a digital second-order
integrating servo system. Small frequency offsets required
to compensate for the ac Stark shift of the probe laser in the
interrogation sequence and to generate the discriminator
signal are applied to an acousto-optic modulator (AOM) in
front of the ion trap setup [27]. In this way, the probe laser
light sent to the frequency comb is, up to a constant

TABLE I. Leading frequency shift effects evaluated for the
single-ion clock using the 2S1=2ðF ¼ 0Þ → 2D3=2ðF ¼ 2Þ electric
quadrupole (E2) transition of 171Ybþ. The frequency shifts δνE2,
the corresponding uncertainty uE2, and the reproducibility rE2 are
given in fractional units of the unperturbed transition frequency
νE2. The second-order Zeeman effect is separated into shifts
resulting from radio frequency (rf) and quasiconstant (dc) fields.

Effect
δνE2=νE2
ð10−18Þ

uE2=νE2
ð10−18Þ

rE2=νE2
ð10−18Þ

Blackbody radiation −495 27 3
Quadrupole 0 14 14
Second-order Zeeman (rf) 0 10 1
Second-order Zeeman (dc) 463 6 6
Second-order Stark −2.0 2 2
Second-order Doppler −1.0 1 1
Servo 0 1 1
Total −35 33 16

FIG. 1. Schematic setup for the clock comparisons with optical
paths depicted by solid red and blue lines and electric signals
shown by dashed green lines. Both the E3 and E2 probe lasers are
locked with a bandwidth of about 500 kHz to optical cavities. The
laser light is sent to a frequency comb and, after frequency
doubling, to the ion traps. Frequency offsets Δf1 and Δf2 are
applied during clock operation. The comb also receives signals
from the caesium fountains (CSF) and, indicated by the dotted red
line, from a laser locked to an ultrastable silicon cavity (Si) [18].
The Si cavity enhances the short-term stability of the E3 laser.
The E2 laser frequency is controlled to provide a constant
frequency ratio 1=R0 relative to the E3 laser at the frequency
comb. Spectroscopy of the E3 transition of the ion in trap 1 steers
the E3 laser frequency via direct digital synthesis (DDS), while
the frequency of the E2 laser applied to trap 2 is corrected by an
additional offset to Δf2.
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frequency offset and the correction for systematic fre-
quency shifts, at the clock output frequency that approx-
imates the unperturbed transition frequency. In contrast to
the E3 spectroscopy, the E2 probe laser frequency at the
frequency comb is stabilized with fixed ratio 1=R0 to that of
the E3 probe laser. Based on spectroscopy of the E2
transition, the frequency of the AOM in front of the ion
is corrected using a digital integrating servo system. The
applied correction ΔνE2 is recorded and permits calculation
of

RE3;E2 ¼ νE3=νE2

¼ R0

�
1þ ΔνE2

νE2
þ δνE2

νE2
−
δνE3
νE3

�
: ð1Þ

The results of 11 measurements of RE3;E2 performed over
a period of 1500 days are shown in Fig. 2. Taking into
account only the statistical uncertainty of eachmeasurement
yields a reduced chi-square value of χ2red ¼ 1.3. Including
the fractional reproducibility of the E2 transition of 1.6 ×
10−17 yields χ2red ¼ 0.8. The weighted average of the com-
plete data set gives RE3;E2 ¼ 0.932829404530965376ð32Þ.
The total fractional uncertainty of 34 × 10−18 is dominated
by the systematic uncertainty of the E2 transition
ð33 × 10−18Þ. The statistical contribution ð6 × 10−18Þ and
the systematic uncertainty of the E3 transition ð3 × 10−18Þ
are negligible. This result differs by 2.3 standard uncertain-
ties from a previous measurement and improves the uncer-
tainty by 1 order of magnitude [6].

Besides the measurement of the optical frequency ratio,
the E3 transition frequency is measured with the microwave
caesium fountain clocks CSF1 and CSF2 of our laboratory
[28]. To increase the total measurement time, interruptions
shorter than one day in the operation of the optical clock are
bridged by using a hydrogen maser as a flywheel oscillator
[29,30]. Numerical simulations of the typically observed
frequency instability of the H maser allow us to evaluate the
corresponding uncertainty contribution. Figure 3 shows
these data together with results previously acquired using
the same clocks: The measurements centered at Modified
Julian Date (MJD) 55479 and MJD 56275 have been
published [7,31] and the values at MJD 57190 were
obtained during a European clock comparison campaign
[32]. The frequency of the E3 transition is determined as
the weighted average of the contribution of each caesium
fountain clock. The weights wi of each data point corre-
spond to the inverse squared-sum 1=ðu2a;i þ u2b;iÞ of the
systematic uncertainty ub;i and the statistical uncertainty
ua;i that includes a contribution from the extrapolation
using the H maser. From data recorded between MJD
57854 and MJD 58830, we find an averaged value νE3 ¼
642121496772645.10ð8Þ Hz obtained from individual
results with CSF1 and CSF2 of νE3 − 0.09ð13Þ Hz and
νE3 þ 0.08ð11Þ Hz with 2478 and 4394 hours of measure-
ment. The CSF1 data yields χ2red ¼ 1.0 and the CSF2 data
χ2red ¼ 0.9. The total fractional uncertainty of 1.3 × 10−16 is
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FIG. 2. Ratio of the frequencies νE3 and νE2 of the electric
octupole and the electric quadrupole transition measured over a
period of 1500 days between MJD 57527 (May 19, 2016) and
MJD 59081 (August 20, 2020). The inner gray error bars show
the statistical uncertainties. For the outer black error bars, a 1.6 ×
10−17 fractional uncertainty has been added in quadrature to take
into account the reproducibility of systematic shifts over the
measurement period (see text). The solid line gives the weighted
average and the gray shaded area shows the total fractional
uncertainty of 34 × 10−18. The dashed red line and the dotted
blue line are fits to the data for searches for a temporal drift and a
dependence on the gravitational potential.
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FIG. 3. Measurements of the frequency of the electric octupole
transition νE3 conducted between MJD 55479 (October 10, 2010)
and MJD 58830 (December 13, 2019). Data are shown relative to
the recommended value of the transition frequency νE3;SRS ¼
642121496772645 Hz [37]. Red dots and black squares are
results obtained with caesium fountain clocks CSF1 and
CSF2, respectively, that serve as primary frequency standards
of our laboratory. The error bars indicate 1σ total uncertainties.
The measurements centered at MJD 55479 and MJD 56275 are
published in Refs. [7,31]. The solid line shows the weighted
average of the data since MJD 57854, and the gray shaded area
shows the corresponding total fractional uncertainty of
1.3 × 10−16. The red dashed line is a linear fit to the full data
set for searches for a temporal drift.
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dominated by the systematic uncertainties of 1.6 × 10−16

and 1.7 × 10−16 of CSF1 and CSF2 [28,33]. The result is in
excellent agreement with previous measurements and
reduces the uncertainty in the frequency by more than a
factor of 3 [7,34]. To our knowledge νE3 is the third optical
transition for which the absolute frequency is reported with
a fractional uncertainty below 2 × 10−16 [33,35,36], and
our result represents the most accurate measurement
of an optical transition frequency to date. With the
frequency ratio determined above, the measurement of
νE3 yields νE2 ¼ 688358979309308.22ð9Þ Hz.
The measurements presented above provide a stringent

test of LPI for the specific pairs of compared atomic
transition frequencies. Based on a general parametrization
]19 ], a possible variation dF of any atomic transition

frequency can be related to variations of three constants:
the fine structure constant α, the proton-to-electron
mass ratio μ ¼ mp=me, and the ratio between the average
quark mass and the quantum chromodynamic scale
Xq ¼ mq=ΛQCD, according to

1

F
dF ¼ κα

1

α
dαþ κμ

1

μ
dμþ κq

1

Xq
dXq; ð2Þ

where κα, κμ, and κq describe the sensitivity of the transition
frequency F to the constants. A sensitivity of κμ ¼ −1
results from the nuclear magneton for all magnetic hyper-
fine splittings, while κq varies for hyperfine transitions of
different atomic species. Both hyperfine and optical elec-
tronic transitions obtain a sensitivity for variations of α
from relativistic contributions to the transition energies.
The factors κα and κq can be determined with numerical
many-body calculations [19,38].
The ratio RE3;E2 of the two 171Ybþ transition frequencies

is sensitive to variations of α only and an explicit sensitivity
καðRE3;E2Þ¼ καðE3Þ− καðE2Þ¼−6.95 has been calculated
[19]. The data presented in Fig. 2 show a fractional temporal
drift ð1=RE3;E2ÞðdRE3;E2=dtÞ¼−6.8ð7.5Þ×10−18=yr of the
frequency ratio and allows us to infer a potential temporal
variation ð1=αÞðdα=dtÞ ¼ 1.0ð1.1Þ × 10−18=yr compatible
with zero. This constitutes an improvement over the pre-
vious limits by more than 1 order of magnitude [5–7]. This
finding is summarized in Table II together with limits
obtained below.
In comparisons of two hyperfine transition frequencies of

different atoms, the sensitivity to μ is common mode and a
dependence only on α and Xq remains. From measurements
over 14 years with microwave fountain clocks with 133Cs and
87Rb atoms and the previous stringent constraint on dα=dt
[5], a potential temporal variation inXq has been restricted to
κqðCsÞð1=XqÞðdXq=dtÞ ¼ 0.14ð9Þ × 10−16=yr in Ref. [8].
Comparisons between frequencies of electronic transitions
and hyperfine transitions, such as absolute frequency mea-
surements of optical transitions using caesium clocks,

provide a nonzero sensitivity on dα=dt, dμ=dt, and
dXq=dt. For the measurements of νE3 with caesium fountain
clocks shown in Fig. 3, we find a relative temporal drift
ð1=RE3;CsÞðdRE3;Cs=dtÞ ¼ −3.1ð3.4Þ × 10−17=yr. Using the
restrictions on ð1=αÞðdα=dtÞ from the νE3=νE2 measure-
ments and on ð1=XqÞðdXq=dtÞ from Ref [8], we find
ð1=μÞðdμ=dtÞ ¼ −8ð36Þ × 10−18=yr. This improves the
uncertainty in the limits obtained in Refs [33,35] by about
a factor of 2.
In addition to the search for a steady temporal drift, we

can use the data presented above to search for a coupling
of the fundamental constants α and μ to gravity in an
analysis of gravitational redshift [2]. The variation of
the Sun’s gravitational potential on Earth ΦðtÞ due to
the ellipticity of the Earth orbit can be approximated by
ΔΦ cos½2πðt − tpÞ=Ta� with ΔΦ=c2 ≈ 1.65 × 10−10, c the
speed of light, tp the time of the perihelion 2018, and Ta the
anomalistic year. Similarly to the search for a temporal
variation, we start with data of the optical frequency ratio
and investigate for a potential coupling to gravity by
nonlinear least square fitting of A cos½2πðt − tpÞ=Ta� þ B
to the data shown in Fig. 2 with A and B as free parameters.
We find a relative amplitude A=RE3;E2 ¼ −16ð13Þ × 10−18.
Because of the large sensitivity κα, the result limits a
potential coupling of α to gravity to ðc2=αÞðdα=dΦÞ ¼
14ð11Þ × 10−9 and improves previous limits from Ref. [39]
by 1 order of magnitude.
We combine this result with the obtained oscillation

amplitude c2A=ΔΦ ¼ 22ð25Þ × 10−8 found in a compari-
son between caesium clocks and H masers [9], which
yields ðc2=XqÞðdXq=dΦÞ ¼ −21ð23Þ × 10−7. For the data
shown in Fig. 3, we find A=νE3 ¼ −7ð72Þ × 10−18 when
searching for an oscillation induced by the annual varia-
tion of the gravitational potential. In combination
with the dependence on α and Xq given above, we find
ðc2=μÞðdμ=dΦÞ ¼ 7ð45Þ × 10−8, slightly improving the
limit obtained in [33].

TABLE II. Limits on a violation of local position invariance of
atomic frequency ratios and fundamental constants for a linear
temporal variation and a coupling to changes of the gravitational
potential Φ. Listed quantities x are the ratio RE3;E2 of the E3 and
E2 transitions frequencies of 171Ybþ, the ratio RE3;Cs of the E3
transition frequency and the Cs hyperfine splitting frequency, the
fine structure constant α, and the proton-to-electron mass ratio
μ ¼ mp=me. The speed of light is denoted with c.

ð1=xÞðdx=dtÞð10−18=yrÞ ðc2=xÞðdx=dΦÞ ð10−8Þ
x this work previous this work previous

RE3;E2 −6.8ð7.5Þ −9.7ð7.7Þ
α 1.0(1.1) −16ð23Þ [5] 1.4(1.1) −5.3ð10Þ [39]
RE3;Cs −31ð34Þ 20(410) [7] −4ð44Þ
μ −8ð36Þ 53(65) [35] 7(45) 35(59) [33]
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The presented results on LPI violating parameters,
summarized in Table II, are all consistent with zero to
within less than 1.3 standard deviations and support the
validity of this fundamental assumption of general relativity
in the Solar System in the present epoch. The large
potential for improved searches promised by the small
fractional uncertainty of the E3 clock and its high sensi-
tivity to changes of α can be readily explored in compar-
isons with other high performance clocks. This also opens
up new possibilities in searches for ultralight scalar dark
matter [40,41].
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