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Vaporization Dynamics of a Dissipative Quantum Liquid

Addm Bécsi®,"* Citilin Pascu Moca,** Gergely Zardnd,> and Baldzs Déra

1,6,*

'MTA-BME Lendiilet Topology and Correlation Research Group, Budapest University of Technology and Economics,

1521 Budapest, Hungary
2Department of Mathematics and Computational Sciences, Széchenyi Istvan University, 9026 Gydr, Hungary

’MTA-BME Quantum Dynamics and Correlations Research Group, Budapest University of Technology and Economics,

1521 Budapest, Hungary
4Department of Physics, University of Oradea, 410087 Oradea, Romania
*BME-MTA Exotic Quantum Phases Research Group, Department of Theoretical Physics,
Budapest University of Technology and Economics, 1521 Budapest, Hungary
6Department of Theoretical Physics, Budapest University of Technology and Economics, 1521 Budapest, Hungary

® (Received 3 July 2020; accepted 7 December 2020; published 30 December 2020)

We investigate the stability of a Luttinger liquid, upon suddenly coupling it to a dissipative environment.
Within the Lindblad equation, the environment couples to local currents and heats the quantum liquid up
to infinite temperatures. The single particle density matrix reveals the fractionalization of fermionic
excitations in the spatial correlations by retaining the initial noninteger power law exponents, accompanied
by an exponential decay in time with an interaction dependent rate. The spectrum of the time evolved
density matrix is gapped, which collapses gradually as —In(7). The von Neumann entropy crosses over
from the early time —¢1In(z) behavior to In(z) growth for late times. The early time dynamics is captured
numerically by performing simulations on spinless interacting fermions, using several numerically exact
methods. Our results could be tested experimentally in bosonic Luttinger liquids.
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Introduction.—While dissipation is traditionally viewed as
detrimental due to causing decay and randomization
of phase, recent years have witnessed tremendous progress
both in experiment and theory, as a result of which dissipation
can now be considered as a useful tool or probe. Coupling
to environment, combined with the ability to create and
manipulate quantum systems [ 1-3] in a controlled manner has
provided us with unique states of matter [4—13], where
dissipation plays a major role. Such states also hold the
promise of being relevant for quantum technologies [14].

Besides the properties of the steady state, the route toward
reaching it can also reveal a plethora of peculiar phenomena.
The most prominent example includes quantum effects near
the event horizon of a black hole which give rise to the
celebrated Hawking radiation [15,16] and, eventually, to
black hole evaporation. In condensed matter and cold atom
contexts, it is rather natural to consider the dynamics of open
quantum systems, as these are never perfectly isolated from
the environment. Consequently, several dissipative many-
body systems were investigated [17-23], focusing on the
propagation and spreading of correlations, quantum infor-
mation loss, exponential vs power law temporal relaxation
toward the steady state, as well as the stability of various
phases when coupled to a bath [24,25].

Quantum many-body effects are particularly amplified in
one spatial dimension [26,27]. In the resulting Luttinger
liquid (LL) phase, the original fermionic excitations
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fractionalize [28] into bosonic collective modes due to
interactions. This phase of matter is realized in a variety of
fermionic, bosonic, anyonic, etc. systems, including con-
densed matter [26] and cold atomic systems [29], quantum
optics [30], and even in black holes [31] and promises to be
a building block in possible application in topological
quantum computation, spintronics, and quantum informa-
tion theory. This motivated us to combine dissipation with
strong correlations and focus on the stability and evapo-
ration dynamics of LLs by coupling it to a dissipative
environment, modeled by the Lindblad equation. We find
that the fermionic single particle density matrix retains its
initial LL correlations in space in terms of noninteger
power law exponents, but the amplitude is reduced in time
due to dephasing. This indicates that fractionalization
persists in spatial correlations.

The von Neumann entropy crosses over from —¢In(¢)
for early times to In(7) growth for late times. The early time
dynamics is benchmarked numerically with dissipative
interacting fermions. Our results are also relevant for
bosonic Luttinger liquids [29].

Dissipation in the interacting Luttinger model.—The
low-energy behavior of one-dimensional systems is
described by the Luttinger model whose Hamiltonian reads

H =Y w,(bib,+b*b_,) + g,(bybZ, +bb_,). (1)
q>0
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where o, = v|q|, g, = 9»|q|, and b, annihilates a bosonic
excitation. Here, v = vy + g4 is the sound velocity, where
vy is the bare sound velocity and g, and g, describe forward
scattering between fermions with different and same
chiralities, respectively [26]. Since the Hamiltonian is
quadratic in the bosonic operators, it can be diagonalized
by the Bogoliubov transformation, yielding

H=Ey +» o,(djd,+d*d_,). (2)
q>0

where Eyg =), (&,—w,) is the ground state (g.s.)
energy and @, = ¥|q] is the spectrum of elementary excita-

tions with the renormalized sound velocity & = \/v* — g3.

We consider a LL, prepared in the ground state of the
interacting Hamiltonian, thus, no excitations are present. At
t = 0, the coupling between the LL and its environment is
switched on, and for ¢ > 0, the time evolution is governed
by the Lindblad equation [32-34]. The coupling to envi-
ronment is modeled by local current operators, as in
Refs. [20,35-38]. Such dissipators arise naturally when
considering fluctuating vector potential or gauge field as
the environment. The Lindblad equation reads as

Bp = —i[H.p| +7 / dx([j(x). pj(x) + He). (3)

where p(7) is the density matrix of the system and j(x) is
the current operator playing the role of the jump operator.
Using bosonization [26], the current operator is [39]

i(x) = Msn e~ (b_, — b 4
)= 2\t =)

with L the system size, and the spatial integral in Eq. (3)
results in

Op = =ilH.pl +5-> (ILypLi] +He).  (5)
q#0

with L, = /|q|(b, — bZ,). The spectrum of Eq. (5) is
expected to be gapless since the energy scale in both the
Hamiltonian and the dissipator ~|g|. After Bogoliubov

transformation, the jump operator is rewritten as L, =

(|Q|/K)(dq - di_q)’ where K = \/(U - 92)/(” + 92) is
the Luttinger parameter [26] and K <1 (K > 1) for
repulsive (attractive) interaction. The presence of the
interaction induces a renormalization of the dissipative
coupling y — y/K. This indicates that dissipation becomes
effectively stronger or weaker for repulsive or attractive
interaction for the density matrix, respectively.

Based on the Lindblad equation, the expectation values
of the occupation number and the anomalous operator are
obtained as

ng(t) = Tr[p(t)dg dy] = vlqlt/(zK), (6a)

mg (1) = Trlp(t)d; d*,) = 27”7? (e2lal — 1), (6b)
in accordance with Ref. [42]. The linear increase of
the occupation number implies that the system heats
up to infinite temperatures [43] and the LL eventually
evaporates during the Lindblad dynamics, unlike the
related problem with localized loss [44,45]. This also
follows from the observation that the jump operator is
Hermitian.

Green’s function.—To have a deeper understanding of
correlations, we study the time evolution of the single
particle density matrix or equal time Green’s function
defined as

G(x.1) = Tr[p(1)¥g (x) ¥ (0)]. (7)

where Wg(x) = (1/v2za)exp[i}_,.o\/(27/qL) (€ b+
e~'4*p)] is the fermionic field operator of right-moving
electrons. By evaluating the trace in Eq. (7), the single
particle density matrix is obtained as [39]

tn f?(ox(xt)) - ;% <%Re my (1) = %%(ﬁ)sinz (%)
(8)

where Go(x) = [i/27(x + ia))(a/ V3% + o@) (K@)
is the initial Green’s function obeying the well-known
[26] power-law decay for x > a with the exponent of
(K + K=')/2. The momentum summation is regularized
with the exponential cutoff exp(—a|g|) with a the short
distance cutoff.

It is important to note that the time dependence of the
single particle density matrix occurs only through the
quantities n,(¢) and m,(t) which have been calculated in
Egs. (6). Substituting these into Eq. (8), the summation
over q is carried out analytically as

KZ2+1 1 0
IRCICNNY (3 S L N A (LN VT LA
Go(x) ma(9?+1  2z20 \K? a’a
9)

where I(y, z) = arctan(2y) — >, [arctan(2y — sz)/2]. In
the scaling limit, when (x, #¢) > a, the time evolution of
the single particle density matrix is summarized as

j [(K+K~1)/(2)] -1

2ra \ x rnakK
L(K2-1)] for2it<
y { exp [ ( )] for 291 < x . (10)
1 for 20t > x
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It exhibits two peculiar phenomena: the power law spatial
decay of the single particle density matrix is preserved
throughout the time evolution with the initial LL exponent
of (K + K~')/2. This noninteger exponent indicates that
part of the original fermionic excitations remain fraction-
alized during the nonunitary time evolution. In addition, the
spatial correlations are uniformly suppressed, exponentially
in time, in accord with Ref. [35]. The characteristic time
scale of the dephasing is set by the dissipative coupling and
the interaction strength as Kza/[y(K + K~')], as found
numerically in Fig. 1. The decay rate decreases from attractive
(K > 1) torepulsive (K < 1) interaction: even though y itself
is renormalized to y/ K in the Lindblad equation, the original
bare fermion, W, (x) is also dressed by the interaction, thus,
reverting the trend for the Green’s function. It is rather
remarkable that, in spite of the gapless spectrum of the
Lindbladian [46], the fermionic Green’s function still decays
exponentially in time. On top of this, one may observe a kink
in the single particle density matrix which travels with the
velocity 29, which is the only light-cone effect, though this is
rather minor and is expected to be hardly observable. The
behavior in Eq. (10) is rather generic and occurs for other
correlation functions as well [39].

Time evolved density matrix and entropy.—Another
interesting quantity which characterizes the time evolution
governed by the Lindblad equation is the von Neumann or
thermodynamic entropy defined as S(¢) =—Tr[p(7)Inp(7)].
With the bosonized version of p(z) [39], the trace is
evaluated as

—~ 5t
7
k -10+
I
~ 15
< o)
~ o
—
=E 5
BT 0l
S 10
T LT =-05 NS
20} 3
0 5 10 15 20 25 30
tJ

FIG. 1. The early time scaling of the Green’s function for
various x values, obtained using three distinct numerical meth-
ods. The Green’s function decays with the same interaction
dependent exponent at each spatial separation, x. Top panel:
J./J=03,T/J=0.04, and N = 22 (thick solid line) using the
quantum jump method with ED and PBC and 6000 averages over
quantum trajectories and for N = 14 (thin dashed line) using ED
with PBC for the Lindblad equation. Bottom panel: J_/J = —0.5,
I'/J = 0.4 and N = 41 using TDVP (thick solid line) with OBC
and for N = 14 (thin dashed line) using ED with PBC for the
Lindblad equation. The agreement between various methods
indicates that the data is relatively free from finite size effects.
Here, x =1, 3,5, 7,9, 11, 13 (blue, red, black, green, magenta,
gold, and light blue, respectively), but not all x’s are shown.

S(t) = 22{[Nq(t) +1]In[N,(t) + 1] = N,(1)InN (1)},
q>0

(11)

where N, (1) = \/[nq(t) + 3J* = |m,(¢)|* — 3. Interestingly,
the time dependence occurs again only through the func-

tions given in Eq. (6). Its early and long time limits are
calculated as

for yt < Kza

L (- I (X
S(f) ~ Kra (sz) ' (12)
ma | In(z) for yt > Kna

The early time growth agrees with numerics on dissipative
interacting fermions in Fig. 2, while the latter [47] is
reminiscent of the behavior of the entanglement entropy in
many-body localized systems [48,49].

In order to understand more closely the origin of this
behavior, we can also evaluate the eigenvalues of the
time evolved density matrix at each time instant, denoted
by 49 >4, > 4,.... Formally, we can also assign an
instantaneous Hamiltonian to the time evolved density
matrix, p(t) = exp[—H,(t)], whose spectrum is —In/;.
We can define the gap in the many-body spectrum as
A, =1In(4y/4,). This is analogous to the spectrum of the
reduced density matrix and the corresponding entangle-
ment Hamiltonian and entanglement gap in closed
quantum systems [51,52]. Since the initial state is
pure, the t = 0 spectrum is trivial [53]. During the time
evolution, the density matrix is brought to diagonal form
after an instantaneous Bogoliubov transformation as p(t)~
exp[—>_, Qq(t)lsjl;q], and for each momentum sector, the
single particle spectrum is Q,(¢) = In{1 + [1/N,(7)]}. At
t=0, all N,(t=0) =0, therefore, Q,(t = 0) = co, and

the b, bosons are in their vacuum state, the gap in the

— J.JJ=03,T/]=04
12} — T =03,T/J =004
JoJJ = =05,T/J =0.4
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FIG. 2. The early time scaling of the von Neumann entropy is
shown for N = 14 using ED for various parameters. Hardly any
finite size effects are present since the N = 10 data falls almost on
top of this. The parameter § = a(J,)/a(0) accounts for the
renormalization of a with interaction, and is expected to increase
[50] with J. Here, we used 6 = 0.73 and 1.15 for J,/J = -0.5
and 0.3, respectively, with § = 1 for the noninteracting case.
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spectrum is infinitely large. After switching on the dis-
sipation, the gap in the many-body spectrum, which
parallels closely to the entanglement gap, starts to decrease
slowly for early times as

Apzln(ﬂ—m) (13)

yt

The bosonization approach is valid for momenta |¢| < 1/a.
Our analytical results show that these modes definitely give
a singular, 7In(¢) and In(z) contribution to the entropy and
to the gap in the many-body spectrum at short times,
respectively. We cannot analytically determine the contri-
bution of the high energy modes which lie outside the range
of the bosonization approach. However, our numerics
indicate that the contribution of these high energy modes
is subleading, compared to the LL contribution.

Interacting fermions within the Lindblad equation.—To
illustrate our findings and check their validity in lattice
models, we have investigated one dimensional spinless
fermions in an open tight-binding chain with nearest
neighbor interaction at half filling using several numerical
techniques. The closed system is equivalent to the 1D
Heisenberg XXZ chain after a Jordan-Wigner transforma-
tion [26,27]. The Hamiltonian is

N
J
H= Z |:§ (Cr+n+lcm + C;:;Cm—kl) + Jznm-Hnm ’ (14)

m=1

where ¢’s are fermionic operators, n,, = cj,c,, and J,
denotes the nearest neighbor repulsion, N the number of
lattice sites and the model hosts N /2 fermions. This model
realizes a LL for |J,| < J, and the strength of the interaction
is characterized by the dimensionless LL parameter [26]
K = n/2[x — arccos(J,/J)| from the Bethe ansatz solution
of the model. Because of the bounded spectrum of Eq. (14),
the bosonization results are only applicable for early times,
before the whole band is populated during heating.

The lattice version of the current operator in Eq. (3)
reads as

Jm = 1(Cpi1Cm = CCmr1) /2, (15)

which appears in the environmental part of the Lindblad
equation as I'>_, ([jn,pJm] +H.c.). To make contact
with bosonization, we use y/a~TI. A similar problem
with a different jump operator [54] was considered in
Refs. [17-19].

The Lindblad equation for this dissipative many-body
system is attacked by three different methods. By vecing
[55], i.e., rearranging the square density matrix as a vector,
one can use standard exact diagonalization (ED) and
Krylov-space time evolution, reaching N = 14. Second,
using the quantum jump method [5,32,33] for the same
system, we can reach N = 22 at the expense of having to

average over the quantum trajectories. For these two
methods, periodic boundary condition (PBC) is used to
minimize finite size effects. Finally, we use the time
dependent variational principle (TDVP) with open boun-
dary condition (OBC) [56-58] within the matrix product
states framework to directly simulate the density matrix.
Initially, we prepare the system in the ground state by using
the density matrix renormalization group [59], and use the
ground state |¥y) to build the density matrix py = |¥() (¥
in the form of a matrix product operator. Next, by vecing
the density matrix to |p), the Lindblad equation (5) is
rewritten as 0,|p(t))y = L|p(t))y, with £ the Lindbladian
organized now as a matrix product operator.

Using these techniques, we determine the equal time
Green’s function, i.e., G(x, t) = Tr[p(t)c},. .c,,]. For PBC,
this becomes independent of m due to translational invari-
ance, while for OBC, m and m + x are chosen symmetrically
to the chain center to reduce the effects from the boundary
condition. As expected, G(0,7) = 1/2 is recovered in all
numerics (not shown). The spatiotemporal dynamics of the
single particle density matrix is plotted in Fig. 1, confirming
the results of bosonization: the spatial and temporal dynam-
ics practically decouples, the former preserves the LL
correlation encoded in the initial state, while the latter
displays pure dephasing for short times, analogously to
Ref. [35]. However, the temporal decay rate is strongly
influenced by the LL parameter K and decreases monoton-
ically with the interaction. The curves for different J,’s are
not a priori expected to fall on top of each other as a in
Eq. (9) can follow a weak J, dependence. For longer times,
deviations from the bosonization results are expected when
the explicit nature of the high energy degrees come into play.
These induce model dependent [17], nonuniversal features,
whose study is beyond the scope of our current work.

With the knowledge of the time dependent density
matrix, the dynamics of the von Neumann entropy is
evaluated. For early times, it follows the expected
—T'tIn(Tt) early time growth and obeys the scaling form
predicted by bosonization, as shown in Fig. 2. Here, we had
to account for the mild interaction dependence of the cutoff
by slightly renormalizing the value of the rate I' —» I'/§
[50]. Distinct cutoff dependent physical quantities, i.e.,
the single particle density matrix vs entropy, may require
slightly different interaction dependence of the cutoff. The
explicit value of the decay rate for a given microscopic
model can be determined similarly to the gap in sine-
Gordon related models [26] by comparing the analytical
results to numerics for the time dependent entropy and
correlation functions. For late times, the entropy converges
fast to its maximal value on the lattice ~N In(2) and the
In(7) late time growth of the LL is not reproduced due to the
small local Hilbert space dimension (i.e., 2) for fermions.
We speculate that this late time growth could possibly show
up in bosonic realization of LLs [29], where the local
Hilbert space is much bigger [60].
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FIG. 3. The early time scaling of the gap in the spectrum of the
instantaneous Hamiltonian of the time evolved density matrix is
plotted for several parameters. It agrees with Eq. (13) and is free
from finite size effects.

Finally, we evaluate the gap in the spectrum of the time
evolved density matrix, as discussed above. Its numerically
obtained value is shown in Fig. 3, which, in spite of its
cutoff dependence, still follows the —In(I't) prediction of
bosonization.

Summary.—We have studied the vaporization dynamics
of Luttinger liquids after coupling to dissipative environ-
ment through the local currents. Unlike unitary quantum
quenches, where the dynamical Luttinger liquid exponents
are different from the equilibrium ones [61], in our case, the
single particle density matrix reveals the persistence of
fractionalization of fermionic excitations in spatial corre-
lations with the equilibrium exponents, but with an ampli-
tude exponentially suppressed in time.

The von Neumann entropy crosses over from an early
time —zIn(z) growth to In(z) growth for late times. The
former is attributed to the logarithmic collapse in time of
the instantaneous gap in the time evolved density matrix.
The early time features are captured numerically in a
dissipative interacting fermionic lattice model. Our results
apply to a large variety of systems and are observable in
bosonic Luttinger liquids.

This research is supported by the National Research,
Development and Innovation Office—NKFIH within the
Quantum Technology National Excellence Program
(Project No. 2017-1.2.1-NKP-2017-00001), Projects
No. K119442, No. K134437 and by the BME-
Nanotechnology FIKP (Grant No. BME FIKP-NAT).

“dora@eik.bme.hu

[1] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore,
Colloquium: Nonequilibrium dynamics of closed interacting
quantum systems, Rev. Mod. Phys. 83, 863 (2011).Please
note that the references have been reordered so that they are
cited in the text in numerical order.

[2] J. Dziarmaga, Dynamics of a quantum phase transition and
relaxation to a steady state, Adv. Phys. 59, 1063 (2010).

[3] L. Bloch, J. Dalibard, and W. Zwerger, Many-body physics
with ultracold gases, Rev. Mod. Phys. 80, 885 (2008).

[4] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Biichler,
and P. Zoller, Quantum states and phases in driven open
quantum systems with cold atoms, Nat. Phys. 4, 878 (2008).

[5] H. Pichler, A.J. Daley, and P. Zoller, Nonequilibrium
dynamics of bosonic atoms in optical lattices: Decoherence
of many-body states due to spontaneous emission, Phys.
Rev. A 82, 063605 (2010).

[6] J. T. Barreiro, M. Miiller, P. Schindler, D. Nigg, T. Monz, M.
Chwalla, M. Hennrich, C. F. Roos, P. Zoller, and R. Blatt,
An open-system quantum simulator with trapped ions,
Nature (London) 470, 486 (2011).

[7] B. Buca, J. Tindall, and D. Jaksch, Non-stationary coherent
quantum many-body dynamics through dissipation, Nat.
Commun. 10, 1730 (2019).

[8] M. Naghiloo, M. Abbasi, Y. N. Joglekar, and K. W. Murch,
Quantum state tomography across the exceptional point in a
single dissipative qubit, Nat. Phys. 15, 1232 (2019).

[9] N. Shibata and H. Katsura, Dissipative spin chain as a
non-Hermitian Kitaev ladder, Phys. Rev. B 99, 174303
(2019).

[10] Y. Ashida, K. Saito, and M. Ueda, Thermalization and
Heating Dynamics in Open Generic Many-Body Systems,
Phys. Rev. Lett. 121, 170402 (2018).

[11] C.-E. Bardyn, M. A. Baranov, C.V. Kraus, E. Rico, A.
Imamoglu, P. Zoller, and S. Diehl, Topology by dissipation,
New J. Phys. 15, 085001 (2013).

[12] N. Syassen, D. M. Bauer, M. Lettner, T. Volz, D. Dietze, J. J.
Garcia-Ripoll, J.I. Cirac, G. Rempe, and S. Diirr, Strong
dissipation inhibits losses and induces correlations in cold
molecular gases, Science 320, 1329 (2008).

[13] Y. Lin, J. P. Gaebler, F. Reiter, T. R. Tan, R. Bowler, A. S.
Sorensen, D. Leibfried, and D.J. Wineland, Dissipative
production of a maximally entangled steady state of two
quantum bits, Nature (London) 504, 415 (2013).

[14] F. Reiter, A.S. Sorensen, P. Zoller, and C. A. Muschik,
Dissipative quantum error correction and application to
quantum sensing with trapped ions, Nat. Commun. 8, 1822
(2017).

[15] S. W. Hawking, Black hole explosions?, Nature (London)
248, 30 (1974).

[16] R. Parentani and P. Spindel, Hawking radiation, Scholar-
pedia 6, 6958 (2011).

[17] J.-S. Bernier, R. Tan, C. Guo, C. Kollath, and D. Poletti,
Melting of the critical behavior of a Tomonaga-Luttinger
liquid under dephasing, Phys. Rev. B 102, 115156 (2020).

[18] Z. Cai and T. Barthel, Algebraic Versus Exponential
Decoherence in Dissipative Many-Particle Systems, Phys.
Rev. Lett. 111, 150403 (2013).

[19] M. V. Medvedyeva, F. H. L. Essler, and T. Prosen, Exact
Bethe Ansatz Spectrum of a Tight-Binding Chain with
Dephasing Noise, Phys. Rev. Lett. 117, 137202 (2016).

[20] V. Alba and F. Carollo, Spreading of correlations in
Markovian open quantum systems, arXiv:2002.09527.

[21] J.-S. Bernier, R. Tan, L. Bonnes, C. Guo, D. Poletti, and C.
Kollath, Light-Cone and Diffusive Propagation of Correla-
tions in a Many-Body Dissipative System, Phys. Rev. Lett.
120, 020401 (2018).

[22] Y. Ashida and M. Ueda, Full-Counting Many-Particle
Dynamics: Nonlocal and Chiral Propagation of Correla-
tions, Phys. Rev. Lett. 120, 185301 (2018).

[23] E. G. Dalla Torre, E. Demler, T. Giamarchi, and E. Altman,
Dynamics and universality in noise-driven dissipative sys-
tems, Phys. Rev. B 85, 184302 (2012).

266803-5


https://doi.org/10.1103/RevModPhys.83.863
https://doi.org/10.1080/00018732.2010.514702
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1038/nphys1073
https://doi.org/10.1103/PhysRevA.82.063605
https://doi.org/10.1103/PhysRevA.82.063605
https://doi.org/10.1038/nature09801
https://doi.org/10.1038/s41467-019-09757-y
https://doi.org/10.1038/s41467-019-09757-y
https://doi.org/10.1038/s41567-019-0652-z
https://doi.org/10.1103/PhysRevB.99.174303
https://doi.org/10.1103/PhysRevB.99.174303
https://doi.org/10.1103/PhysRevLett.121.170402
https://doi.org/10.1088/1367-2630/15/8/085001
https://doi.org/10.1126/science.1155309
https://doi.org/10.1038/nature12801
https://doi.org/10.1038/s41467-017-01895-5
https://doi.org/10.1038/s41467-017-01895-5
https://doi.org/10.1038/248030a0
https://doi.org/10.1038/248030a0
https://doi.org/10.4249/scholarpedia.6958
https://doi.org/10.4249/scholarpedia.6958
https://doi.org/10.1103/PhysRevB.102.115156
https://doi.org/10.1103/PhysRevLett.111.150403
https://doi.org/10.1103/PhysRevLett.111.150403
https://doi.org/10.1103/PhysRevLett.117.137202
https://arXiv.org/abs/2002.09527
https://doi.org/10.1103/PhysRevLett.120.020401
https://doi.org/10.1103/PhysRevLett.120.020401
https://doi.org/10.1103/PhysRevLett.120.185301
https://doi.org/10.1103/PhysRevB.85.184302

PHYSICAL REVIEW LETTERS 125, 266803 (2020)

[24] D. S. Kosov, T. Prosen, and B. Zunkovi¢, Lindblad master
equation approach to superconductivity in open quantum
systems, J. Phys. A 44, 462001 (2011).

[25] M. H. Fischer, M. Maksymenko, and E. Altman, Dynamics
of a Many-Body-Localized System Coupled to a Bath,
Phys. Rev. Lett. 116, 160401 (2016).

[26] T. Giamarchi, Quantum Physics in One Dimension (Oxford
University Press, Oxford, 2004).

[27] A.O. Gogolin, A.A. Nersesyan, and A.M. Tsvelik,
Bosonization and Strongly Correlated Systems (Cambridge
University Press, Cambridge, England, 1998).

[28] H. Kamata, N. Kumada, M. Hashisaka, K. Muraki, and T.
Fujisawa, Fractionalized wave packets from an artificial
Tomonaga-Luttinger liquid, Nat. Nanotechnol. 9, 177 (2014).

[29] M. A. Cazalilla, R. Citro, T. Giamarchi, E. Orignac, and M.
Rigol, One dimensional bosons: From condensed matter
systems to ultracold gases, Rev. Mod. Phys. 83, 1405 (2011).

[30] D.E. Chang, V. Gritsev, G. Morigi, V. Vuletic, M. D. Lukin,
and E. A. Demler, Crystallization of strongly interacting
photons in a nonlinear optical fibre, Nat. Phys. 4, 884
(2008).

[31] V. Balasubramanian, I. Garcia-Etxebarria, F. Larsen, and
J. Simén, Helical Luttinger liquids and three-dimensional
black holes, Phys. Rev. D 84, 126012 (2011).

[32] A.J. Daley, Quantum trajectories and open many-body
quantum systems, Adv. Phys. 63, 77 (2014).

[33] H. Carmichael, An Open Systems Approach to Quantum
Optics (Springer-Verlag, Berlin, 1993).

[34] H. Breuer, F. Petruccione, and S. Petruccione, The Theory
of Open Quantum Systems (Oxford University Press,
New York, 2002).

[35] V. Eisler, Crossover between ballistic and diffusive trans-
port: The quantum exclusion process, J. Stat. Mech. (2011)
P06007.

[36] K. Temme, M.M. Wolf, and F. Verstraete, Stochastic
exclusion processes versus coherent transport, New J. Phys.
14, 075004 (2012).

[37] A. Pereverzev and E.R. Bittnera, Quantum transport in
chains with noisy off-diagonal couplings, J. Chem. Phys.
123, 244903 (2005).

[38] B. Horstmann, J.I. Cirac, and G. Giedke, Noise-driven
dynamics and phase transitions in fermionic systems, Phys.
Rev. A 87, 012108 (2013).

[39] See  Supplemental Material at  http:/link.aps.org/
supplemental/10.1103/PhysRevLett.125.266803 for further
details, which includes Refs. [40, 41].

[40] A.1 Solomon, Group theory of superfluidity, J. Math. Phys.
(N.Y.) 12, 390 (1971).

[41] R. Gilmore, Baker-Campbell-Hausdorff formulas, J. Math.
Phys. (N.Y.) 15, 2090 (1974).

[42] M. Buchhold and S. Diehl, Nonequilibrium universality in
the heating dynamics of interacting Luttinger liquids, Phys.
Rev. A 92, 013603 (2015).

[43] The heating does not occur through thermal density matrices
with increasing temperature but rather through highly non-
equilibrium nonthermal density matrices. These are incar-
nated in the nonthermal response of the Green’s function.

[44] H. Froml, A. Chiocchetta, C. Kollath, and S. Diehl,
Fluctuation-Induced Quantum Zeno Effect, Phys. Rev. Lett.
122, 040402 (2019).

[45] P.E. Dolgirev, J. Marino, D. Sels, and E. Demler, Non-
gaussian correlations imprinted by local dephasing in
fermionic wires, Phys. Rev. B 102, 100301 (2020).

[46] M. Znidaric, Relaxation times of dissipative many-body
quantum systems, Phys. Rev. E 92, 042143 (2015).

[47] The In(¢) late time entropy growth is analogous to the high
temperature (7') equilibrium entropy of one dimensional
acoustic phonons ~ In(7') for temperatures much larger than
the bandwidth.

[48] M. Znidaric, T. Prosen, and P. Prelovsek, Many-body
localization in the Heisenberg XXZ magnet in a random
field, Phys. Rev. B 77, 064426 (2008).

[49] J. H. Bardarson, F. Pollmann, and J. E. Moore, Unbounded
Growth of Entanglement in Models of Many-Body Locali-
zation, Phys. Rev. Lett. 109, 017202 (2012).

[50] F. Pollmann, M. Haque, and B. Déra, Linear quantum
quench in the Heisenberg XXZ chain: Time-dependent
Luttinger-model description of a lattice system, Phys.
Rev. B 87, 041109(R) (2013).

[51] R. Thomale, A. Sterdyniak, N. Regnault, and B. A. Bernevig,
Entanglement Gap and a New Principle of Adiabatic Con-
tinuity, Phys. Rev. Lett. 104, 180502 (2010).

[52] A. Chandran, V. Khemani, and S. L. Sondhi, How Universal
is the Entanglement Spectrum?, Phys. Rev. Lett. 113,
060501 (2014).

[53] There is one 1 eigenvalue of the initial density matrix, while
all the others are zero. This translates into an infinitely large
gap in the spectrum of the initial H,(r = 0).

[54] The local current is more nonlocal than the local density:
The local densities as jump operators yield presumably
simpler dynamics, as these operators commute with each
other (unlike the local currents), and arbitrary power of the
local density equals to the local density itself.

[55] M. Am-Shallem, A. Levy, I. Schaefer, and R. Kosloff, Three
approaches for representing Lindblad dynamics by a matrix-
vector notation, arXiv:1510.08634.

[56] J. Haegeman, J.I. Cirac, T.J. Osborne, I. Pizorn, H.
Verschelde, and F. Verstraete, Time-Dependent Variational
Principle for Quantum Lattices, Phys. Rev. Lett. 107,
070601 (2011).

[57] J. Haegeman, T.J. Osborne, and F. Verstraete, Post-matrix
product state methods: To tangent space and beyond, Phys.
Rev. B 88, 075133 (2013).

[58] L. Vanderstraeten, J. Haegeman, and F. Verstraete, Tangent-
space methods for uniform matrix product states, SciPost
Phys. Lect. Notes 7 (2019).

[59] S.R. White, Density Matrix Formulation for Quantum
Renormalization Groups, Phys. Rev. Lett. 69, 2863 (1992).

[60] For low fillings 1/k with k>> 1, the maximal entropy
~N , In(k) with N, the total number of bosons. For small
enough 1/k, there is enough room for the In(z) growth to
develop before saturating to the maximal value.

[61] M. A. Cazalilla, Effect of Suddenly Turning on Interactions
in the Luttinger Model, Phys. Rev. Lett. 97, 156403 (2006).

266803-6


https://doi.org/10.1088/1751-8113/44/46/462001
https://doi.org/10.1103/PhysRevLett.116.160401
https://doi.org/10.1038/nnano.2013.312
https://doi.org/10.1103/RevModPhys.83.1405
https://doi.org/10.1038/nphys1074
https://doi.org/10.1038/nphys1074
https://doi.org/10.1103/PhysRevD.84.126012
https://doi.org/10.1080/00018732.2014.933502
https://doi.org/10.1088/1742-5468/2011/06/P06007
https://doi.org/10.1088/1742-5468/2011/06/P06007
https://doi.org/10.1088/1367-2630/14/7/075004
https://doi.org/10.1088/1367-2630/14/7/075004
https://doi.org/10.1063/1.2148962
https://doi.org/10.1063/1.2148962
https://doi.org/10.1103/PhysRevA.87.012108
https://doi.org/10.1103/PhysRevA.87.012108
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.266803
https://doi.org/10.1063/1.1665601
https://doi.org/10.1063/1.1665601
https://doi.org/10.1063/1.1666587
https://doi.org/10.1063/1.1666587
https://doi.org/10.1103/PhysRevA.92.013603
https://doi.org/10.1103/PhysRevA.92.013603
https://doi.org/10.1103/PhysRevLett.122.040402
https://doi.org/10.1103/PhysRevLett.122.040402
https://doi.org/10.1103/PhysRevB.102.100301
https://doi.org/10.1103/PhysRevE.92.042143
https://doi.org/10.1103/PhysRevB.77.064426
https://doi.org/10.1103/PhysRevLett.109.017202
https://doi.org/10.1103/PhysRevB.87.041109
https://doi.org/10.1103/PhysRevB.87.041109
https://doi.org/10.1103/PhysRevLett.104.180502
https://doi.org/10.1103/PhysRevLett.113.060501
https://doi.org/10.1103/PhysRevLett.113.060501
https://arXiv.org/abs/1510.08634
https://doi.org/10.1103/PhysRevLett.107.070601
https://doi.org/10.1103/PhysRevLett.107.070601
https://doi.org/10.1103/PhysRevB.88.075133
https://doi.org/10.1103/PhysRevB.88.075133
https://doi.org/10.21468/SciPostPhysLectNotes.7
https://doi.org/10.21468/SciPostPhysLectNotes.7
https://doi.org/10.1103/PhysRevLett.69.2863
https://doi.org/10.1103/PhysRevLett.97.156403

