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The field-induced superconductor-insulator transition (SIT) in two-dimensional (2D) systems is a
famous example of a quantum phase transition. However, an emergence of an anomalous metallic state
induced by field has been a long-standing problem in 2D superconductors. While theories predicted that the
emergence is attributed to strong phase fluctuations of the superconducting order parameter due to quantum
fluctuations, usual resistance measurements have not probed them directly. Here, using Nernst effect
measurements, we uncover superconducting fluctuations in the vicinity of the field-induced metallic state
in an amorphous MoxGe1−x thin film. The field range where the vortex Nernst signals are detectable
remains nonzero toward zero temperature, and it locates inside the metallic state defined by the
magnetoresistance, indicating that the metallic state results from quantum vortex liquid (QVL) with
phase fluctuations due to quantum fluctuations. Slow decay of transport entropy of vortices in the QVL
with decreasing temperature suggests that the metallic state originates from broadening of a quantum
critical point in SIT.
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Quantum phase transition (QPT) is a general concept
which describes destruction of a long-range order by a
nonthermal parameter [1–3]. In the vicinity of the quantum
critical point (QCP), strong quantum fluctuations of the
order parameter often lead to peculiar states. A famous
example of QPT is the field-induced superconductor-
insulator transition (SIT) in two-dimensional (2D) super-
conductors. This transition results from the quantum
mechanical requirement that, in a 2D system, both fermion
and boson should be localized at zero temperature by defect
scattering or repulsive interaction, and otherwise, con-
dense. In the insulating regime near SIT, an unusual
insulating state with localized Cooper pairs was theoreti-
cally predicted [4,5] and has been indicated by various
experiments [6–12].
However, the emergence of the anomalous metallic state

between the superconducting phase and the insulating
phase makes the problem more difficult to understand
[13]. The metallic state is often observed in amorphous
films [14–16], Josephson junction arrays [17], and highly
crystalline 2D superconductors [18–21] and shows features
reminiscent of superconductivity: a saturated resistance
much smaller than a normal resistance and a giant positive
magnetoresistance (MR). Although theories predicted that
the resistive dissipation at zero temperature is attributed to
motion of bosonic particles (Cooper pairs and/or vortices)
due to quantum fluctuations [22–25], it has not been
completely revealed from resistance measurements whether
the mobile bosonic particles are really relevant in the
metallic state. Furthermore, it still remains unclear why

the QPT picture of SIT is modified. One plausible explan-
ation is that finite coupling between a bosonic system and a
fermionic background broadens the quantum critical
regime near zero temperature [26]. Thus, it is challenging
to uncover development of quantum fluctuations of a
superconducting order parameter (SOP) across the field-
driven superconductor-metal-insulator transition (SMIT).
In this Letter, using the Nernst effect measurement for an

amorphous (a-) MoxGe1−x thin film, we reveal a quantum
criticality inside the metallic state. Main sources of Nernst
signals in a superconductor are quasiparticles, mobile
vortices (phase fluctuations of SOP) [27–35], and short-
lived Cooper pairs in a normal state (amplitude fluctua-
tions) [34–37]. In a single band model, the contribution of
quasiparticles is less effective due to Sondheimer cancel-
lation [30]. Furthermore, in an amorphous sample, it is
negligibly small because of an extremely short mean free
path of the quasiparticles, which is the order of the
interatomic distance [11,34,35]. For the amplitude and
the phase fluctuations, a Nernst signal N is approximated
by N ¼ R□αxy due to the particle-hole symmetry [36],
where R□ is a sheet resistance, and αxy an off-diagonal
Peltier coefficient. R□ is zero in the superconducting phase,
while αxy vanishes deep inside the insulating phase. Thus,
the Nernst effect measurement is a sensitive probe in the
fluctuation regime. Quite recently, the first experiment of
the Nernst effect through the disorder-driven SIT was
reported in an a-InOx film down to 0.35 K [11]. In that
work, a large Nernst signal was observed on the insulating
side as well as on the superconducting side, indicating
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formation of the localized Cooper pairs in the insulator
phase due to quantum fluctuations. The critical exponent of
the SIT was also derived by the scaling analysis of αxy. In
the present Letter, we perform a comprehensive study of the
fluctuations of SOPs throughout the field-driven SMIT by
distinguishing between the amplitude and the phase fluc-
tuations, and define different phases in the B-T plane.
An a-MoxGe1−x has a weak and randomly distributed

pinning potential due to pointlike pinning sites. Moreover,
an edge barrier for vortices to enter a sample is less
effective in a film sample than in a bulk crystal [38]. An
a-MoxGe1−x film with a thickness t ¼ 12 nm and x ¼ 0.78
was prepared by rf sputtering onto a glass substrate with a
thickness of 0.15 mm. To obtain a homogeneous film, the
substrate was rotated with 240 rpm and kept at room
temperature by water cooling during sputtering. The
sample surface was covered by SiO after depositing Ag
electrodes.
MR and Nernst signals were measured with a similar

apparatus to that in Ref. [39] but installed in a dilution
refrigerator. The longitudinal voltage Vx and the transverse
voltage Vy were measured by a nanovoltmeter with Ag
electrodes spaced by 4.2 mm (¼ L) and 5.6 mm (¼ l),
respectively. RuO2 thermometers for measuring a tempera-
ture difference ΔT ¼ Thigh − T low were thermally con-
nected to Ag electrodes for Vx via Cu wires. The magnetic
field was applied perpendicular to the film plane. MR was
obtained using standard four-terminal dc and low-
frequency ac locking methods (19 Hz) with a bias current
of ≥ 30 nA within the Ohmic regime. Nernst signals
were obtained from N ¼ Ey=∇Tx ¼ ðVy=lÞ=ðΔT=LÞ,
where the sample temperatures are defined by Tave ¼
ðThigh þ T lowÞ=2. During field sweep, ΔT’s were fixed to
be 30%, ∼20%, and ∼10% of Tave at 0.1 K, 0.2–0.6 K,
and 0.8–2.0 K, respectively, to obtain measurable Nernst
voltage keeping ΔT as low as possible. For Tave ≥ 0.8 K,
background thermoelectric voltage generated at ΔT ¼ 0 is
subtracted from Vy at ΔT ≠ 0 at each measurement step by
switching off a heater. For Tave ≤ 0.6 K, ΔT (≠ 0) is
continuously applied during field sweep. Background
voltage is evaluated from Vy in high- and low-field regimes
where observable Nernst signals completely vanish. To
obtain reliable Nernst signals, we checked reproducibility
at least twice at each temperature, and extracted antisym-
metric contributions with respect to magnetic field reversal.
A resistance curve at B ¼ 0 is shown in Fig. 1(a) as a

black line. The critical temperature Tc ¼ 2.13 K and the
mean field transition temperature Tc0 ¼ 2.58 K are evalu-
ated from the resistance drop below the measurement limit
and the midpoint resistance, respectively. Tc is suppressed
compared with ∼6 K of a thick sample (t ¼ 300 nm) [38].
The difference between Tc and Tc0 reflects the two
dimensionality of our film. This is also supported by
t≲ ξð0Þ, where the Ginzburg-Landau coherence length
ξð0Þ ∼ 19 nm is roughly estimated from the crossover field

Bc2ð0Þ ∼ 6 T, as shown below, and the quantized magnetic
flux Φ0 using Bc2ð0Þ ∼Φ0=ξð0Þ2.
Figures 1(a) and 1(b) display a series of isomagnetic

curves exhibiting the field-induced SMIT, which is
converted from MR shown in Fig. 1(c). With an increas-
ing field, the isomagnetic curves in the low-temperature
region are lifted from zero resistance and show a
saturating behavior to nonzero resistance toward T ¼ 0
above 4.0 T as in Fig. 1(a). They finally show a
logarithmiclike increase down to 0.06 K above 6.7 T
as in Fig. 1(b). In this Letter, we regard this weak
divergence as a character of an “insulator” [9,14]. A
strongly insulating behavior with exponential divergence
is expected to appear by further decreasing temperature,
even though the crossover temperature is inaccessibly
low in general [7,40]. Strictly speaking, the state with the
weak divergence is also classified as a dirty metal caused
by quantum correction [7].
The existence of the zero-resistance phase, where pinned

vortices form the vortex-glass (VG) phase, is confirmed on
the logarithmic scale of MR curves (see Supplemental
Material [41]). Boundary fields BcðTÞ between the VG
phase and the vortex-liquid (VL) phase are extracted
and plotted as filled black circles in the B-T plane in
Figs. 2(a) and 2(b). From the linear extrapolation of
BcðTÞ to T ¼ 0, we estimate the superconductor-metal
(SM) transition field BSM ¼ 4.4 T at T ¼ 0.
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FIG. 1. Field-induced SMIT detected by resistance measure-
ments. (a) Temperature dependence of R□ at fixed fields. The
curves at B ≠ 0 are converted from MR curves shown in (c).
(b) The high-field region of (a) is enlarged. (c) An enlarged view
of MR curves obtained at fixed temperatures, exhibiting a
crossing behavior around BMI indicated by a dashed line.
(d) Arrhenius plots of R□ at fixed fields. Dashed lines are drawn
by a thermal activation formula. Arrows indicate temperatures
Tcross at which R□ starts to deviate from the thermal activation
formula. (e) Field dependence of U obtained from thermal
activation fitting.
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The metallic behavior is clearly seen in Arrhenius plots
in Fig. 1(d). Deviation from a thermal activation formula
R□ ¼ R0

□
expð−U=kBTÞ, with which data in the high-

temperature region are fitted as broken lines, becomes
prominent above 4.0 T. Here, R0

□
is a coefficient, U an

activation energy for vortex motion, and kB the Boltzmann
constant. This is in sharp contrast to a-MoxSi1−x without
the deviation [46]. We roughly evaluate characteristic
temperatures Tcross, at which the deviation occurs, as
denoted with arrows in Fig. 1(d) and plotted them in
Figs. 2(a) and 2(b) as crosses. The flattened resistance
below Tcross has been interpreted as a result of quantum

tunneling of vortices [14]. Our main purpose is an
experimental verification of this interpretation. We also
extract U as in Fig. 1(e), which follows U ¼ U0 lnðB�=BÞ
[14,47] with U0=kB ¼ 4 K and B� ¼ 5.5 T.
As shown in Fig. 1(b), a slope of the resistance in the

low-temperature region changes its sign around 6.7 T,
indicating a metal-insulator (MI) transition field BMI. The
BMI is confirmed in MR curves shown in Fig. 1(c) as a field
at which the resistance becomes temperature independent at
low temperatures.
Figures 3(a) and 3(b) display Nernst signals obtained by

field sweep at fixed temperatures from 2.2 to 0.1 K.
All of the data exhibit typical behavior of a vortex system

]27–37 ]. In the VG phase, Nernst signals are not observed.
With increasing field, Nernst signals start to rise around Bc,
and then decay after showing a peak. The growth of Nernst
signals with increasing field is attributed to the reduced
pinning effects for vortices due to thermal or quantum
fluctuations and increase of vortex density in proportion to
the field, which are mainly reflected in the field dependence
of R□ in N ¼ R□αxy. The subsequent decay originates
from decrease of αxy. Figures 3(c) and 3(d) show αxy
converted from N divided by R□. The vortex contribution
to αxy is represented by αΦxy ¼ SΦ=Φ0, where SΦ is the
transport entropy in the vortex core. SΦ is proportional to
Bc2 − B near the crossover field Bc2 between the VL state
and the normal state, and vanishes at Bc2 [48,49]. Thus, we
can roughly, but more clearly than resistance, estimate Bc2
ð¼ Bc2;αxyÞ from a linear extrapolation of αxy to αxy ¼ 0 as
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FIG. 2. Superconducting fluctuations revealed from Nernst
effect measurements. Contour maps of N (a) and αxy (b) are
constructed from Figs. 3(a) and 3(c), respectively. Characteristic
temperatures and fields are overplotted. Black circles, crosses,
and black triangles denote Bc, Tcross, and Bp, respectively, which
are defined from R□. White circles, white squares, and white
inverted triangles represent BN¼0;low, Bc2;N and BN¼0;high, re-
spectively, which are obtained from N. Gray squares show Bc2
ð¼ Bc2;αxyÞ determined from αxy. A dashed white line, a dashed
black line, and a solid black line along BN¼0;high, Bc2, and Bc are
guides to the eye, respectively.
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FIG. 3. Thermoelectric responses as a function of field. (a) Field
dependence of N at fixed temperatures. MR curves are also
displayed as dashed lines for comparison. Dotted lines show BSM
and BMI. A black straight line shows an example for a linear
extrapolation of N to determine Bc2;N . (b) A high-field regime of
(a) is enlarged. (c) Field dependence of αxy converted from (a). A
black straight line representatively shows the linear extrapolation
of αxy to determine Bc2ð¼ Bc2;αxyÞ. (d) A high-field regime of (c).
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shown with a solid black line in Fig. 3(c) [28,31,49].
This enables us to distinguish the contribution of the mobile
vortices from that of amplitude fluctuations above Bc2.
Extracted Bc2’s are plotted as gray squares in Figs. 2(a)
and 2(b). These are linearly connected to Tc0 ¼ 2.58 K.
Resistances at Bc2 vary from 60% to 95% of the normal
resistance from 2.2 to 0.1 K in order. We also plotted Bc2;N
in Figs. 2(a) and 2(b) as white squares, which are obtained
by the linear extrapolation of N to N ¼ 0 as shown with a
solid black line in Fig. 3(a) [32,35]. The difference between
Bc2;αxy and Bc2;N originates from large paraconductivity of
R□ above Bc2 ð¼ Bc2;αxyÞ due to two dimensionality.
Figures 2(a) and 2(b) show contour maps of N and αxy,

respectively, along with characteristic fields and temper-
atures. Inside the VL phase defined by Bc < B < Bc2, the
vortex Nernst signals are observed. We plot the low (high)-
field limit BN¼0;low (BN¼0;high), at which N becomes
detectable in Figs. 3(a) and 3(b), as white circles (white
inverted triangles) in Figs. 2(a) and 2(b). BN¼0;low is higher
than Bc defined by resistance. This would come from a
limited sensitivity of N to keep ΔT as low as possible or an
intrinsic insensitivity of vortex motion to ΔT near the VG
phase. It is noted that the vortex Nernst signals exist not
only in the high-temperature region, but also near T ¼ 0,
indicating a direct signature of the mobile vortices due to
quantum fluctuations. Therefore, we define this region as
the quantum vortex-liquid (QVL) [50,51]. The field range
of the QVL toward T ¼ 0 remains nonzero inside the
metallic state BSM < B < BMI. This result indicates that
the anomalous metallic state originates from QVL, where
the phase of SOP strongly fluctuates due to quantum
fluctuations. As the origin of the dissipation at T ¼ 0 in
the metallic state, theories predict motion of dislocation-
antidislocation pairs in VG generated by gauge-field
fluctuations [23,24], bosonic excitations which fail to
localize at T ¼ 0 in superconducting puddles without the
global phase coherence [25], and so on. Our finding cannot
pick which model is right but experimentally verifies the
existence of mobile vortices, which are essential in all the
models [22–25].
Residual QVL toward T ¼ 0 is confirmed in Fig. 4(a).

The isomagnetic plots of N between 5.0 and 6.2 T decrease
with decreasing temperature below 0.6 K and seem to reach
N ¼ 0 at T ¼ 0, while those below 5.0 T fall to 0 at T > 0
near the VG phase. Observing the metallic behavior by the
Nernst measurement as well as the resistance measurement
strongly supports that it appears irrespective of external
noise [52,53], because a dc or ac current source, the main
possible origin of external noise, was removed from the
sample in the Nernst measurement. N at 7.0 T represents
the amplitude fluctuations (B > Bc2) in the insulating
regime B > BMI. N in the insulating regime decreases
with decreasing temperature and finally falls below the
sensitivity as marked by BN¼0;high in Figs. 2(a) and 2(b). As
highlighted by a dashed white line in Figs. 2(a) and 2(b),

BN¼0;high increases with increasing temperature. This trend
is quite similar to a crossover line between the classical and
the quantum fluctuations [37,54]. Although these theories
predict a small negative N due to the quantum fluctuations
just above the crossover field, it would be below the
sensitivity in our measurement.
Figure 4(c) shows isomagnetic plots of αxy, which unveil

the striking thermodynamic feature of the metallic state.
In contrast to the theory [48] and the previous experimental
results for bulk superconductors [27,49], the decreasing
behavior of αxy toward T ¼ 0 between 5.0 and 6.2 T is
inconsistent with SΦ ∝ T. As shown in Fig. 4(d), diver-
gence of αxy=T in the low temperature region highlights the
deviation from SΦ ∝ T. Similar divergent behaviors of ν=T
[33] and C=T [55] have been known as the signs of the
QCP of heavy-fermion systems, cuprates, etc. [3], where
ν ¼ N=B is a Nernst coefficient, and C specific heat.
Significant increase of C toward the QCP is also reported
in SIT [12]. Furthermore, the divergence of C=T in the
anomalous metallic state was predicted in Ref. [23], where
the authors state that the metallic state shows the character
of a critical point. Therefore, we conclude that the unusual
behavior of the transport entropy observed in the QVL
strongly suggests the quantum criticality of the anomalous
metallic state. Note that the critical character in the trans-
port entropy is masked in the forms of N and N=T shown
in Figs. 4(a) and 4(b), respectively, by a contribution of
R□ to N.
To explain the origin of the emergence of the metallic

state, the following scenario was plausibly proposed [26].
In the case of field-driven SIT, the metallic state is
permitted only at the T ¼ 0 QCP. At T > 0, a quantum
critical regime is broadened into an area satisfying
ξSIðBÞ > lϕðTÞ, where ξSI ∼ jB − BSIj−ν is a correlation
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length of SIT, BSI the QCP in SIT, ν a scaling exponent,
lϕ ∼ T−p phase coherent length, and p an exponent for
electron scattering. However, if divergence of lϕ at T ¼ 0 is
suppressed for some reason, e.g., coupling between a
bosonic system and a fermionic background, the field
range of the dissipative metallic state at T ¼ 0 becomes
nonzero from the criterion of ξSIðBÞ > lϕð0Þ. In other
words, the metallic state originates from the broadening
of QCP. The above scenario gives reasonable interpretation
to our results in Figs. 4(c) and 4(d). As shown in Figs. 2(a)
and 2(b), vanishing lines of N (BN¼0;low and BN¼0;high) look
like an expected boundary shape of the quantum critical
regime. Thus, we suggest that the emergence of the
anomalous metallic state is attributed to the broadened
QCP in SIT.
Finally, we discuss the possibility of a Cooper-pair

insulator in the insulator regime. Experimentally, the
existence of the localized Cooper-pairs is indicated by a
giant negative MR peak in the insulator phase, which often
reaches several orders of magnitude larger than the normal
resistance [6–10]. In this Letter, however, we observed only
a slight hump in a MR curve at 0.06 K around Bp ∼ 7.0 T in
Fig. 1(c). Thus, the small negative MR would result from
the amplitude fluctuations at extremely low temperatures
rather than the localized Cooper pairs [7,56]. Moreover, we
were not able to detect the vortex Nernst signals at
B ≥ BMI. Since condensation of vortices is predicted in
the Cooper-pair insulator [4,5], further investigations for
more insulating films under high magnetic fields are quite
interesting. At that time, it will be necessary to distinguish
the contribution of vortices in a Nernst signal from that of
the amplitude fluctuations.
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