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We present constraints on the existence of weakly interacting massive particles (WIMPs) from an 11 kg d
target exposure of the DAMIC experiment at the SNOLAB underground laboratory. The observed energy
spectrum and spatial distribution of ionization events with electron-equivalent energies >200 eVee in the
DAMIC CCDs are consistent with backgrounds from natural radioactivity. An excess of ionization events
is observed above the analysis threshold of 50 eVee. While the origin of this low-energy excess requires
further investigation, our data exclude spin-independent WIMP-nucleon scattering cross sections σχ−n as
low as 3 × 10−41 cm2 for WIMPs with masses mχ from 7 to 10 GeV c−2. These results are the strongest
constraints from a silicon target on the existence of WIMPs with mχ < 9 GeV c−2 and are directly relevant
to any dark matter interpretation of the excess of nuclear-recoil events observed by the CDMS silicon
experiment in 2013.
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The DAMIC experiment at SNOLAB employs the bulk
silicon of scientific charge-coupled devices (CCDs) to search
for ionization signals produced by interactions of particle
dark matter from the Milky Way halo. Weakly interacting
massive particles (WIMPs) are leading candidates to con-
stitute the cold dark matter in the Universe [1].WIMPs would
have characteristic speeds of hundreds of km s−1 and would
scatter elastically with nuclei to produce nuclear recoils [2,3],
which generate ionization signals in detector targets. By
virtue of the low noise of the CCDs and the relatively low
mass of the silicon nucleus, DAMIC is particularly sensitive
to WIMPs with masses mχ in the range 1–10 GeV c−2.
In 2013, the CDMS Collaboration reported an excess of

nuclear-recoil events observed above their background

model in their silicon detectors [4], which could be attri-
buted to the scattering of WIMPs with mχ ∼ 9 GeV c−2.
Although null results from multiple experimental searches
are in tension with this interpretation [5,6], detailed
analyses demonstrate the large sensitivity to theoretical
assumptions in the comparison of WIMP search results
between different nuclear targets [7]. In this Letter, we
explore with the same nuclear target the parameter space
that corresponds to the CDMS event excess.
Throughout 2017–2018, DAMIC acquired data for its

dark matter search with a tower of seven 16-megapixel
CCDs (6.0 g each) in the SNOLAB underground labo-
ratory. Each CCD is held in a copper module that slides into
slots of a copper box that is cooled to ∼140 K inside a
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cryostat. The top module (CCD 1) was made from high-
radiopurity copper electroformed by Pacific Northwest
National Laboratory [8] and is shielded above and below
by two 2.5-cm-thick lead bricks. The other modules (CCDs
2–7), made from commercial copper, populate the bottom
segment of the box. The box is shielded on all sides by
∼20 cm of lead and 42 cm of polyethylene to stop
environmental γ rays and neutrons, respectively. The inner-
most 5 cm of the lead shield and the bricks inside the box
are ancient (smelted more than 300 years ago) and have
reduced radiation from 210Pb (τ1=2 ¼ 22 y) contamination.
Boiloff from a liquid nitrogen dewar is used to purge the
volume around the cryostat from radon, whose level is
continuously monitored. The overburden of the laboratory
site (6010 m water equivalent) suppresses cosmic-muon
backgrounds to a negligible level. Details of the DAMIC
infrastructure can be found in Ref. [9].
The DAMIC CCDs were developed by Lawrence

Berkeley National Laboratory MicroSystems Lab [10].
The CCDs are 674� 3 μm thick with an active thickness
of 665� 5 μm that is fully depleted by a bias of 70 V
applied to a back-side planar contact. Ionizing radiation
produces free charges (electron-hole pairs) in the active bulk.
The holes are drifted along the direction of the electric field
(−ẑ) and collected on an array of 4116 × 4128 pixels of size
15 × 15 μm2 (z ¼ 0 plane). Because the drifting charge
diffuses with time, there is a positive correlation between the
lateral spread (σxy) of the collected charge on the pixel array
and the depth of the interaction (z). After a user-defined
exposure time, the charge collected in every pixel is trans-
ferred serially into a low-noise output node for measurement.
A CCD readout where columnwise segments of 100 pixels
were grouped in a single charge measurement results in an
image with 4116 × 42 pixels. The image contains a two-
dimensional stacked history (projected on the x-y plane) of
all ionization produced throughout the exposure. For details
on the readout of DAMIC CCDs, see Ref. [11].
The DAMIC detector was commissioned in the summer

of 2017 with a red (780 nm) light-emitting diode installed
inside the cryostat. Images were acquired with varying light
exposures to confirm the efficient charge transfer and to
calibrate the output signal of each CCD in units of eV
electron equivalent (1 e− ¼ 3.8 eVee) following the pro-
cedure in Ref. [11].
For the dark matter search, data images were acquired

with 3 × 104 s or 105 s exposures, immediately followed
by “blank” images whose exposure is solely the 130 s
readout time. Image quality was monitored throughout data
acquisition, including visual inspections. Images with
visible gradients from transients of leakage current after
restarting the electronics or caused by temperature changes,
or with visible patterns from readout noise, were discarded
before processing. Images acquired when there was a
measurable level of radon (>5 Bqm−3) around the cryostat
were also excluded because they have an increased

background from penetrating γ rays emitted by short-lived
radon daughters. A total of 5607 images from 801
exposures, together with their corresponding blanks, were
considered for this analysis, with an integrated exposure
time of 308.1 d.
Image processing started with the pedestal removal and

correlated-noise subtraction procedures of the DAMIC
analysis pipeline described in Refs. [11] and [12], respec-
tively. We used the images for this analysis and images
from higher-temperature data runs acquired in early 2017 to
identify spatially localized regions of high leakage current
due to lattice defects and generated “masks” following the
procedure in Ref. [11]. Additionally, pixels on the edges of
the CCDs with coordinate x ≤ 128 or x > 3978, which
exhibit transient leakage current following the restart of the
electronics, were included in the masks. The application of
the masks removed 7% of pixels and results in a distribu-
tion of pixel values centered at zero and dominated by
white noise with σpix ∼ 1.6 e−. Only 29 of the processed
images have readout noise that is inconsistent with white
noise, having at least one negative pixel with value
< −5σpix, and were discarded.
For the low-energy events of interest, the range of the

ionizing particles is much smaller than the CCD pixel size,
and diffusion dominates the distribution of charge on the
pixel array. Because the charge was read out in columnwise
segments 100 pixels high, information on the distribution
of charge along the y axis was lost. Hence, the pattern on
the image can be described by a Gaussian distribution along
a row, whose amplitude is proportional to the deposited
energy E, mean μx is the x coordinate of the interaction, and
σx is the spatial width in the x dimension. We identified
clusters of charge using both a “fast” algorithm, which
groups contiguous pixels with signal larger than 4 σpix, and
a “likelihood” algorithm, which performs a statistical test in
a moving window along a row to search for the preference
of a Gaussian template over baseline white noise. In
addition, for the likelihood clusters we computed ΔLL,
the result of a likelihood ratio test between the best-fit
Gaussian function and a flat baseline, such that more
negative values correspond to a higher statistical signifi-
cance of the cluster. Figure 1 shows an example of an
identified low-energy cluster and the corresponding best-
fit Gaussian function. The clustering algorithms and
the accuracy and precision of event reconstruction are
described in Ref. [11].
The relation between σx and the z coordinate of

an energy deposition in the CCD active region can be
modeled as σ2x ¼ −A ln j1 − bzj. The values A ¼ 285�
24 μm2 and b ¼ ð8.2� 0.3Þ × 10−4 μm−1 were obtained
from fits to straight cosmic-muon tracks acquired when
the CCDs were characterized on the surface before
deployment at SNOLAB. The details on the diffusion
model and the specifics of the calibration can be found
in Ref. [11]. A comparison between the observed

PHYSICAL REVIEW LETTERS 125, 241803 (2020)

241803-2



maximum diffusion (σmax) in our dataset and its expected
value from the diffusion relation showed a %-level
deviation proportional to E. A correction was applied to the
model to match the observed σmax in the data: σx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−A ln j1 − bzjp

× ðαþ βEÞ, with α ¼ 0.956 and β ¼
0.0059 keV−1

ee .
To construct a radioactive background model, we

performed a GEANT4 [13] Monte Carlo simulation
tracking the radioactive decay products of 23 isotopes in
a detailed detector geometry consisting of 64 separate
volumes [14]. A custom simulation was used for the
response of the CCDs, which includes models for charge
generation and transport, pixelation, and readout noise.
The fast clustering algorithm was run on the simulated
events and data to obtain distributions in reconstructed
E and σx for direct comparison. The simulations were
grouped to form 49 templates differing in event properties
such as common decay chain or material origin.
We then performed a two-dimensional binned Poisson

likelihood fit to the data from CCDs 2–7 with simulated
ðE; σxÞ templates, reserving CCD 1 for a cross-check.
The fit was performed between 6 and 20 keVee, where
the presence of a statistically significant WIMP signal
has been excluded by previous silicon experiments [4].
We excluded clusters in which any pixel was touching a
masked pixel, or whose shape was not well described
by the best-fit Gaussian. The energy region 7.5–8.5 keVee
was not considered in the fit to exclude the K-shell
line from copper fluorescence, a secondary atomic process
that was outside the scope of this work to reproduce by
means of GEANT4. The amplitude of each template was a
parameter in the fit. The activities of most isotopes
were constrained by radioactive screening results, using
Gaussian penalty terms in the likelihood function according
to the uncertainty of each measurement. The cosmogenic
radioactivity of copper components was calculated from the
history of the copper assuming surface activation rates
from Ref. [15].

We present the fit results for all CCDs combined and
projected on the E and σx dimensions in Fig. 2, together
with the extrapolation of the best-fit background model in
the 1–6 keVee range. The background model is statistically
consistent with the spectra observed by CCDs 2–7
individually, and correctly predicts the 50% lower back-
ground measured by CCD 1. A dominant component
(3.8� 0.4 keV−1

ee kg−1 d−1 in the range 1–6 keVee) is from
the decay of 210Pb (and daughter 210Bi) on the surfaces of
the CCDs. This contamination comes from radon exposure
during storage and handling of the devices, including
contamination on the surface of the wafer before fabrica-
tion, now buried 3 μm from the surfaces of the CCDs.
The bulk component (2.9� 0.7 keV−1

ee kg−1 d−1) mostly
comes from the decays of 3H and 22Na from the
cosmogenic activation of the silicon, while the CCDs
were on the surface, with a subdominant contribution
(0.17� 0.03 keV−1

ee kg−1 d−1) from 32Si (and daughter
32P) constrained from the number of 32Si-32P spatial
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coincidences observed in the data following the strategy
from Ref. [9]. The background from energetic electrons and
photons external to the CCD (4.4� 0.5 keV−1

ee kg−1 d−1)
comes from cosmogenic cobalt and 210Pb contamination in
the copper components of the detector, as well as uranium
and thorium in the Kapton flex cables that connect to
the CCDs.
The main systematic uncertainty in our analysis is related

to the presence of an ∼5-μm-thick partial charge collection
(PCC) region in the back of the CCDs (z ∼ 670 μm) caused
by diffusion of phosphorous (P) from the highly doped
back-side electrical contact into the lightly doped CCD
active region. At intermediate P concentrations, some of the
charge generated by ionization events recombines before
diffusing into the active region, leading to PCC events. To
model this transition, we simulated at different depths
charge packets under diffusion and accounted for charge
losses from recombination using the charge mobility and
lifetime measurements as a function of P concentration
from Ref. [16]. The P concentration was obtained by
secondary-ion mass spectrometry of the CCD back side.
We considered a discrete set of variations within their
uncertainties from the nominal model and in each case
simulated the response of the CCD to back surface 210Pb
(and 210Bi) decays. The simulated spectra are almost
identical in the 6–20 keVee energy range and cannot be
distinguished by the background model fit but lead to
significantly different spectra at low energies. We found
that differences between the simulated spectra for different
PCC-model variations and specific locations of the 210Pb
contamination can be parametrized by the functional form
C expð− ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi½E=keVee�

p

=0.18Þ, with C being dominantly
dependent on the relative depth of the 210Pb source and
the point at which the charge collection probability
becomes >0. Thus, we consider this functional form as
a correction to our background model to account for the
systematic uncertainty in the details of the PCC region.
The likelihood clustering output was used to search for

any event excess in the energy range 0.05–6 keVee over the
prediction by the background model. Images with average
pixel charge >0.47 e− were excluded due to their high
levels of shot noise associated with transients of leakage
current following the restart of the electronics or LED
illumination for CCD calibration. This results in a final
target exposure of 10.93 kgd. We selected clusters that were
not touching the mask or another cluster, and whose pixel-
value distributions were well described by the Gaussian fit.
A selection on ΔLL as in Ref. [11] was then used to reject
clusters compatible with noise. We started with blank
images, which contain only readout noise, and added
leakage charge according to the value measured in the
corresponding exposed image. The likelihood clustering
algorithm was run on the simulated images to obtain a
sample of simulated clusters. We determined from the ΔLL
distribution of all simulated images that a selection of

ΔLL ≤ −22 results in <0.1 clusters from noise in the final
dataset.
The detection efficiency for ionization events as a

function of energy was estimated with the CCD-response
Monte Carlo following the procedure that was validated
with γ-ray calibration data in Ref. [11]. We simulated
pointlike ionization events with uniform distributions in
energy and depth (z) and added the pixel values directly on
the blank images. The likelihood clustering algorithm was
run, and from the fraction of simulated clusters of a given
energy that survive the selection criteria, we reconstructed
the acceptance for ionization events as a function of energy.
The acceptance starts at 10% at 50 eVee, increasing to 50%
at 77 eVee, until it plateaus at 90% above 120 eVee because
of the fraction of clusters that touch the mask.
To obtain background predictions that can be compared

to the likelihood clustering output, we produced images
with simulated events sampled randomly from the ðE; zÞ
templates of the baseline background model and an additive
systematic correction to account for the PCC region on the
back side, treating CCD 1 and CCDs 2–7 separately. We
applied the same clustering, reconstruction, and selection
procedure as in the data to construct probability density
functions (PDFs) in ðE; σxÞ space normalized to 1 in the fit
region E ∈ ½0.05; 6� keVee and σx ∈ ½0; 1.2� pixel, exclud-
ing Si K fluorescence E ∈ ½1.6; 1.8� keVee. For a statistical
test to check the consistency between the background
model and the data, we assumed a decaying exponential
with characteristic decay constant ϵ convolved with the
detector energy response as a generic signal PDF obtained
from the ðE; σxÞ template of uniformly distributed events in
ðE; zÞ space by scaling the amplitude as a function of
energy and normalizing to 1 in the fit region. We defined a
two-dimensional ðE; σxÞ unbinned extended likelihood
function following the formalism in Ref. [11]. Clusters
from CCD 1 and CCDs 2–7 were considered independent
datasets with their own background PDFs. We minimized
the joint − lnL using MINUIT with the PDF amplitudes
b1;2–7, c, and s (baseline background, PCC correction, and
generic signal), and ϵ as free parameters. We included
Gaussian constraints on b1;2–7 according to the uncertainty
in the amplitude of the background model above 6 keVee.
Our best fit exhibits a preference for an exponential bulk
component with s ¼ 17.1� 7.6 events and decay constant
ϵ ¼ 67� 37 eVee. The best-fit value for c corresponds to a
distance between 210Pb contamination on the back side of
the original wafer and the start of charge collection of
0.75þ0.50

−0.35 μm, consistent with results from 55Fe x-ray
calibrations [17]. Figure 3 shows the data clusters overlaid
on the background model, with contours delimiting the
preferred bulk component. We estimated a goodness-of-
fit p value of 0.10 by running our fit procedure on
Monte Carlo samples drawn from the best-fit PDF.
A likelihood ratio test between the best-fit result and
the background-only hypothesis (s ¼ 0) disfavors the
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background-only hypothesis with a p value of 2.2 × 10−4.
If we perform the fit to the data from CCD 1 or CCDs 2–7
separately, the resulting bulk component is statistically
consistent between the two datasets with a higher statistical
significance in CCD 1, which has the lowest background.
The statistical significance of the exponential bulk

component is driven by an excess of events at low energies
with σx ∼ 0.2 pixel. We explored the possibility that these
events arise from an improper modeling of front-surface
(z ∼ 0) events, which can also populate this region of
parameter space. We removed from the data and in the
generation of the PDFs clusters where only one pixel has a
value greater than 1.6 σpix, which correspond to 56% of
front-surface events but only 6.5% of bulk events with
energies <200 eVee. A fit performed to the data following
this selection returns values for s and ϵ consistent with the
previous result, with an increased p value of 2.6 × 10−3.
Limited statistics and possible unidentified inaccuracies

in the detector background model prevent a definite
interpretation of this event excess. We plan to further
investigate its origin by improving the measurement of
the ionization spectrum with lower noise skipper CCDs
[18] deployed in the DAMIC cryostat at SNOLAB.
Nevertheless, we set upper limits on the amplitude of a
signal from spin-independent coherent WIMP-nucleus
elastic scattering. Starting from the ðE; σxÞ template of
uniformly distributed events, we constructed a PDF of a
WIMP signal by scaling the amplitude as a function of
energy by the expected spectrum from nuclear recoils [3]
for a given mχ . We used a speed distribution with standard
galactic halo parameters: escape speed of 544 km s−1, most

probable Galactic WIMP speed of 220 km s−1, mean
orbital speed of Earth with respect to the Galactic
Center of 232 km s−1, and local WIMP density of
0.3 GeV c−2 cm−3. To translate from nuclear-recoil energy
to the measured electron-equivalent energy, we used the
parametrization from Ref. [11] based on neutron calibra-
tions [19] that cover the nuclear-recoil energy range
0.7–20 keV (0.06−7 keVee) with a linear extrapolation
toward lower energies that results in no ionization below
0.3 keV. We included in our fit function a WIMP-signal
PDF with mχ and performed the fit with σχ−n free. From
likelihood ratio tests between this best-fit result and the
result of a constrained fit with fixed σχ−n, we calculated the
statistical significance for the WIMP signal in ðmχ ; σχ−nÞ
space. Figure 4 shows the 90% C.L. upper limit obtained
from our data compared to other experiments. We also
present the �1 σ expectation band by running the limit-
setting procedure on Monte Carlo datasets drawn from our
best-fit background model, in the absence of the unknown
bulk component.
The derived exclusion limit is the most stringent from a

silicon target experiment for WIMPs withmχ < 9 GeVc−2.
Although the presence of the unknown bulk component
causes a mismatch between the derived and expected upper
limit at small mχ , the agreement for mχ > 6 GeV c−2

implies that the observed excess is inconsistent with the
standard WIMP-signal interpretation of the nuclear-recoil
event excess from the CDMS silicon experiment [4].
Consequently, we excluded with the same nuclear target
a significant fraction of the parameter space that
corresponds to this interpretation. Generally, this result
uncovers with a sizeable exposure the ionization spectrum
in silicon down to nuclear-recoil energies of 0.6 keV, an

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
)Energy (keV

0

0.2

0.4

0.6

0.8

1

1.2

 (
pi

xe
l)

x

ee

11%

66%

90%

Expected background 
events per bin:

0.40.350.30.250.20.150.10.050

FIG. 3. Best fit to the final likelihood clustered data sample in
ðE; σxÞ space. The blue data points are overlaid on the best-fit
background model in gray. Open circles correspond to CCDs
2–7, while filled circles correspond to CCD 1. The red contours
represent the best-fit exponential excess with ϵ ¼ 67 eVee. The
Ne K deexcitation line (0.87 keVee) emitted following electron
capture by 22Na in the CCD bulk is visible.

1 10
)-2 (GeV cχm

43−10

42−10

41−10

40−10

39−10

38−10

37−10

)2
 (

cm
-nχ

DAMIC (this result)

±1  expectation

DAMIC (2016)

CDMS Si

CDMSlite

CRESST-III

DarkSide-50

PICO-60

XENON1T

FIG. 4. Upper limit (90% C.L.) on σχ−n obtained from this
analysis (solid red line). The expectation�1σ band if only known
backgrounds are present in our dataset is shown by the red band.
For comparison, we also include 90% C.L. exclusion limits from
our previous result with a 0.6 kg d exposure [11], other experi-
ments [4,6], and the 90% C.L. contours for the WIMP-signal
interpretation of the CDMS silicon result [4].

PHYSICAL REVIEW LETTERS 125, 241803 (2020)

241803-5



order-of-magnitude improvement from the 7 keV threshold
of the CDMS experiment, providing a direct constraint for
any dark matter interpretation of the CDMS excess.
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