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P. Léard ,1,* D. Lecoanet ,2 and M. Le Bars 1
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The quasibiennial oscillation (QBO) of stratospheric winds is the most striking example of mean-flow
generation and reversal by the nonlinear interactions of internal waves. Previous studies have used an
idealized monochromatic forcing to investigate the QBO. Here we instead force a more realistic continuous
wave spectrum. Unexpectedly, spreading the wave energy across a wide frequency range leads to more
regular oscillations. We also find that different forcing spectra can yield the same QBO. Multimodal wave
forcing is thus essential for understanding wave–mean-flow interactions in nature.
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Internal gravity waves (IGWs) are ubiquitous in geo-
physical and astrophysical flows, e.g., in Earth’s oceans [1],
atmosphere [2,3], and core [4], as well as in stellar interiors
[5–7]. IGWs extract momentum from where they are
excited and transport it to where they are damped [8]. In
the Earth’s stratosphere, these waves drive oscillations of
zonal winds at equatorial latitudes, with a period of nearly
28 months. This phenomenon, known as quasibiennial
oscillation (QBO) affects, e.g., hurricane activity in the
Atlantic ocean [9] and the winter climate in Europe [10].
Similar reversals are observed on other planets [11,12]. The
QBO is a striking example of order spontaneously emerg-
ing from a chaotic system [13], similar to magnetic field
reversals in dynamo experiments [14] or mean-flow rever-
sals in Rayleigh-Bénard convection [15].
Atmospheric waves are excited by turbulent motions

in the troposphere and propagate in the stratosphere,
leading to zonal wind reversals. Lindzen and Holton
[16,17] proposed the QBO is due to wave–mean-flow
interactions, which Plumb [18] used to construct an
idealized model. The model considers the interaction of
two counterpropagating gravity waves with the same
frequency, wavelength, and amplitude, with a mean flow.
This model was realized experimentally using an oscillat-
ing membrane at the boundary of a linearly stratified layer
[19–22]. The experiments can drive oscillating mean flows
similar to the QBO, as predicted by the Lindzen and Holton
theory. More recently, Renaud et al. [23] simulated the
Plumb model numerically to explain the 2016 disruption of
the QBO [24,25]. Although they find regular oscillations in
the mean flow at low forcing amplitudes, the mean flow
becomes quasiperiodic and eventually chaotic as the
forcing amplitude increases. Atmospheric forcing ampli-
tudes are in the chaotic mean-flow regime, suggesting that
the Plumb model must be refined to explain the QBO.
Because of its influence on weather events, it is crucial

that the period and amplitude of the QBO are accurately

modeled in global circulation models (GCMs). Because of
their relatively coarse resolution, GCMs cannot compute
small timescale and length scale motions like IGWs.
Therefore, IGWs are parametrized in order to generate a
realistic QBO. Some GCMs are able to self-consistently
generate the QBO [26,27], which is considered a key test of
a model’s wave parametrization. The dependence of the
QBO on vertical resolution and wave spectrum properties is
not yet understood [28–30].
Direct numerical simulations (DNSs) have found mean-

flow oscillations generated by a broad spectrum of IGWs
self-consistently excited by turbulence [13]. Because DNS
are expensive to run for long integration times, the
influence of the forcing on the oscillations could not be
studied extensively. Only a Plumb-like one-dimensional
model can realistically allow for a systematic exploration.
Despite the existence of a broad spectrum of waves in

nature, multiwave forcing has only been studied in [31].
Investigating three different forcing spectra, Saravanan
found the QBO period is affected by the choice of the
spectrum. In this Letter, we consider a wide class of wave
spectra in the Plumb model, hence complementing the
study of [13]. We find that forcing a broad frequency range
produces regular mean-flow oscillations, even when the
forcing amplitude is so large that monochromatic forcing
produces a chaotic mean flow. This suggests multimodal
forcing is an essential to understand wave–mean-flow
interactions.
Model.—Mean-flow evolution is determined by the

spatially averaged Navier-Stokes equations [32]. We define
the horizontal mean flow ū; overbar indicates horizontal (x)
average. Gravity points in the −z direction, and the velocity
fluctuations are ðu0; w0Þ. The horizontal average evolves
according to the 1D equation

∂tū − ν∂zzū ¼ −∂zu0w0; ð1Þ
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where ν is the kinematic viscosity. The mean flow is forced
by the Reynolds stress term on the right-hand side of (1). In
the Plumb model, the Reynolds stress comes from the self-
interaction of IGWs. We excite the waves at the bottom
boundary z ¼ 0 and propagate the waves through a linearly
stratified domain characterized by a fixed buoyancy fre-
quency N. We nondimensionalize the problem by setting
the top boundary at z ¼ 1 and setting N ¼ 1. Wave
damping leads to vertical variation in the Reynolds stress,
driving the mean flow.
We consider a superposition of waves ψ i ¼

AiðzÞeiðkxx−ωitÞ, where ψ i is the stream function, kx is the
horizontal wave number, and ωi is the angular frequency.
Assuming a timescale and length scale separation between
the fast, short-scale IGWs and the slowly evolving, long-
scale mean flow, we use the WKB approximation to derive
an expression for AiðzÞ. We also make use of the following
approximations. We take the “weak” dissipation approxi-
mation, assume the background stratification is constant in
space and time, and neglect wave-wave nonlinearities,
except when they affect the mean flow; see details in [33]
and the Supplemental Material [34]. Unlike the classical
model, which uses the hydrostatic approximation [18,33],
we solve the full vertical momentum equation for the wave,
which allows for high-frequency IGWs. We neglect
Newtonian cooling but consider diffusion of the stratifying
agent (with diffusivity D), which is relevant for both
laboratory experiments and the DNS described below.
The inverse damping length scale is given by

l−1i ¼ 1

2kx
×

νþD

ð1 − k2xc2i Þ1=2c4i
; ð2Þ

where ci ¼ ½ðωi ∓ kxūÞ=kx�; ∓ accounts for the wave
direction of propagation. The right-hand side of (1) is
written as a sum of independent forcing terms

P
i F̃iðzÞ,

where F̃iðzÞ is related to the amplitude AiðzÞ for each wave.
The classic Plumb model considers a single value of ω,

kx, and forcing amplitude Aðz ¼ 0Þ. To account for the
multimodal excitation of waves in natural systems, we
consider excitation by multiple frequencies with different
forcing amplitudes. The kinetic energy of the waves is
given by Etot ¼

R ðdE=dωÞdω, and we force the waves so
the energy density dE=dω is a Gaussian in frequency
centered at ω ¼ ω0 with a standard deviation σ. We
discretize this spectrum with Nω standing waves of
frequency fωig with frequency spacing ωiþ1 − ωi ¼ Δω.
The forcing amplitude is Ai ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðdE=dωÞΔωðω2

i =k
2
xÞ

p
.

Our results depend only on dE=dω, not on the amplitudes
of the individual modes (which vary with Nω). We only
consider a single value of kx ¼ 4π. This general forcing
spectrum allows us to study the transition from mono-
chromatic forcing (σ → 0) to multimodal forcing (white
noise in the limit σ → ∞) so that we can compare our
results with past monochromatic studies. We consider the

dimensionless dissipation ν ¼ 2.8 × 10−6 and D ¼ ν=700,
estimated from laboratory experiments [22]; we explored
the ranges ω0 ∈ ½0.1; 0.45�, σ ∈ ½10−4; 3 × 10−1�, and
Etot ∈ ½7 × 10−7; 10−5�. For comparison with previous
monochromatic studies [18,23], the wave forcing
Reynolds number of each individual wave goes up to
∼100, which is comparable to the range explored in [23].
Additional simulations were also performed with spectra
representative of turbulence. Some of the results are
discussed at the end of this Letter. We initialize ū with a
small-amplitude sinusoid. Boundary conditions for the
mean flow are no-slip (ū ¼ 0) at the bottom and free-slip
(∂zū ¼ 0) at the top. The waves freely propagate out of the
domain’s top boundary without reflection. Section A.2
of the Supplemental Material [34] describes our spatial
and temporal discretization and demonstrates numerical
convergence.
We investigated the influence of top boundary conditions

(BCs) on the mean-flow evolution using two-dimensional
DNS of the Navier-Stokes equations [35,36]. We found the
top BCs only marginally influence the period and ampli-
tude of the oscillations and do not affect their dynamical
regime [34]. We thus focus on results from our 1D model,
which allows for the systematic exploration of a larger
parameter space. The vertical extent of the simulation
domain does not qualitatively change our results, even
though some high-frequency waves have attenuation
lengths greater than the domain height [34].
Results.—We investigate the influence of the forcing

bandwidth on the mean-flow evolution, varying the stan-
dard deviation σ of our Gaussian excitation spectrum, but
fixing the central frequency and total energy. Figure 1
shows that for narrow distributions 10−4 ≤ σ < 10−2, the
system produces frequency-locked oscillations, with slow
oscillations in the upper part of the domain and fast
oscillations in the bottom part [Fig. 1(e)]. The frequency
power spectrum for σ ¼ 3 × 10−4 [Fig. 1(h)] shows peaks
at these two frequencies (f0 and f0=2), as well as at
harmonic frequencies.
At σ ≈ 10−2, the oscillations transition from a frequency-

locked regime to a quasiperiodic regime [Figs. 1(d)
and 1(g)]. A second bifurcation to periodic oscillations
occurs at σ ¼ 5 × 10−2, with only one dominant frequency
(plus harmonics) appearing in the corresponding spectrum
[Fig. 1(f)]. Forcing spectra with wide bandwidths lead to
more organized QBO-like states.
A wide bandwidth forcing spectrum includes more

frequencies; naively, this would lead to chaotic mean
flows. However, a wider spectrum also excites higher-
frequency waves. High-frequency waves experience less
damping than low-frequency waves, so they can propagate
higher. Because the QBO reversal occurs at the top, we
hypothesize the period and regularity of the oscillation
is determined by the highest frequency wave above a
threshold amplitude. At fixed wave forcing amplitude,
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higher-frequency waves correspond to more regular oscil-
lations with longer periods [Fig. 2]. Furthermore, the
amplitude of the mean flow is larger when forced by
higher-frequency waves, because the phase velocity is
larger. This means the amplitude of the mean flow is larger
for the periodic oscillations forced by a wide spectrum
[Fig. 1(b)].
Figure 2 shows Poincaré maps for simulations forced

with different central frequencies ω0, at fixed total energy
Etot. We used either a narrow distribution (σ ¼ 10−4) or a
broad distribution (σ ¼ 10−1). The top panel (σ ¼ 10−4,
similar to monochromatic forcing) shows a transition from
periodic oscillations to nonperiodic oscillations at
ω0 ¼ 0.184. There is a second bifurcation at ω0 ¼ 0.22
leading to periodic oscillations. The amplitude of the
oscillations rises with ω0 because the phase velocity
increases. The Poincaré map for variable ω0 (Fig. 2) is
qualitatively similar to the Poincaré map for variable σ
[Fig. 1(b)], suggesting that the primary effect of increasing
σ is to put more power into high-frequency waves. Note,
the frequency of the second bifurcation to periodic oscil-
lations changes with domain height because the forced
wave has a viscous attenuation length greater than our
domain height. However, the periodic oscillations for large
σ are not due to the finite domain size (see Supplemental

Material [34]). The bottom panel of Fig. 2 (σ ¼ 10−1, wide
spectrum) shows periodic oscillations for all ω0. Once
again, we find that a wide forcing spectrum with many
frequencies will almost always generate regular periodic
oscillations.
In Fig. 3, we plot Poincaré maps for different values of the

total energy, with fixed ω0 and σ. The top panel (σ ¼ 10−4,
almost monochromatic forcing) qualitatively reproduces the
results from [23]. As the amplitude of the monochromatic
forcing increases, periodic oscillations bifurcate into
frequency-locked oscillations (Etot ≈ 1.4 × 10−6), and then
again into quasiperiodic or chaotic oscillations
(Etot ≈ 2.4 × 10−6). On the other hand, when forcing with
a wide spectrum (σ ¼ 10−1, bottom panel), we only find
regular periodic oscillations.
Discussion.—Our Letter demonstrates that a broad

spectrum of IGWs can generate regular mean-flow oscil-
lations. Whereas large-amplitude monochromatic forcing
often generates chaotic mean flows [23], forcing a broad
spectrum of waves consistently generates periodic mean
flows, similar to what is observed in the Earth’s atmos-
phere. The mean-flow evolution appears to be determined
by high-frequency waves which can propagate higher and
control the mean flow’s reversal. We hypothesize the
disruption observed in 2016 [24,25] is due to intense

(a)

(b)

(c)(c)

(d)

)))))))(e)(e) (h)

(g)

(f)

--

FIG. 1. Mean flows generated by a Gaussian forcing spectrum with standard deviation σ, central frequency ω0 ¼ 0.2, and total kinetic
energy Etot ¼ 2 × 10−6. (a) Example forcing spectra: σ ¼ 1 × 10−1 in brown, σ ¼ 2.8 × 10−2 in purple, and σ ¼ 3 × 10−4 in green.
(b) Poincaré map: each dot is the value of the flow ūðz; tÞ at z ¼ 0.5 (denoted u3) when ūðz ¼ 0.1Þ ¼ 0. Periodic oscillations are
represented by two points, symmetric about u3 ¼ 0 (see Supplemental Material [34]). The asymmetry for the points below σ ∼ 10−2 is
due to the initial condition. (c)–(e) Hovmöller diagrams of the mean flow ū for different σ. (f)–(h) Amplitudes of the temporal Fourier
transform taken at z ¼ 0.25 for each Hovmöller diagram. Frequencies are normalized by the frequency of maximum amplitude f0,
indicated by the dark blue line. The dark red line shows f ¼ f0=2, and the other vertical lines represent harmonics.
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events that focused significant energy into waves with
similar frequency and wave number. Those waves could
then trigger nonperiodic reversals for a short time [23].
We have run several simulations with forcing spectra

more representative of turbulence. In these simulations, we
assume dE=dω is constant for ω < ωc and decreases as a
power law for ω > ωc. We tested an ω−5=3 power law
corresponding to Kolmogorov’s law and an ω−3 power law
corresponding to the energy cascade observed in rotating
turbulence.
We find that different forcing spectra can lead

to the same mean-flow evolution. The top panel of
Fig. 4 shows a Hovmöller diagram for the ω−5=3 spectrum
with Etot ¼ 2.5 × 10−6. It is quantitatively similar to the
Hovmöller diagram of Fig. 1(c), obtained with a Gaussian
forcing and 20% less energy (oscillation periods differ
by 4.5% and amplitudes by 15%). The ω−3 spectrum with
Etot ¼ 2.8 × 10−6 also generates a similar mean flow
(bottom panel of Fig. 4; oscillation periods are equal
and amplitudes differ by 14%). Since multiple wave spectra
can produce the same mean-flow oscillations, reproducing
the Earth’s QBO in a GCM does not mean the IGW
parametrization is correct.
Our simulations use parameters similar to laboratory

experiments of the QBO [19,22]. In the atmosphere, wave

attenuation also occurs via Newtonian cooling, which we
did not include in our simulations. Besides, the forcing is
stronger and viscosity is weaker. Waves deposit their

-0.03 -0.02 -0.01 0 0.01 0.02

10-6

10-5

FIG. 3. Poincaré maps using the same method as Fig. 1(b) for
simulations with different Etot, with ω0 ¼ 0.2 and σ ¼ 10−4 (top)
or σ ¼ 10−1 (bottom).

FIG. 2. Poincaré maps using the same method as Fig. 1(b) for
simulations with different ω0, with Etot ¼ 2 × 10−6 and σ ¼ 10−4

(top) or σ ¼ 10−1 (bottom). Inset: enlargement of the frequency
range ω0 ∈ ½0.18; 0.22� to show the transitions between periodic,
frequency-locked, and quasiperiodic regimes.

FIG. 4. Hovmöller diagram of the mean flow ū in simulations
with different forms of the forcing spectrum. Top: dE=dω is
constant up to ωc ¼ 0.2 and decreases as ω−5=3 for higher
frequencies; the total energy is Etot ¼ 2.5 × 10−6. Bottom:
dE=dω is constant up to ωc ¼ 0.23 and decreases as ω−3 for
higher frequencies; the total energy is Etot ¼ 2.8 × 10−6.
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energy either via critical layers (which we include in our
model) or via breaking due to wave amplification from
density variations. Our calculations show the mean-flow
period and amplitude is set by high-frequency waves with
large viscous attenuation lengths. Although many more
atmospheric waves have small viscous attenuation lengths,
high-frequency waves are still more important than low-
frequency waves because they do not encounter critical
layers. Thus, we believe high-frequency waves likely play a
key role in setting the QBO properties, just as they are
important in our simulations.
In conclusion, this Letter shows that the frequency

spectrum of internal gravity waves plays a key role in
the generation and properties of periodic large-scale flow
reversals like the QBO. Although we studied general
frequency spectra, we limited our investigation to a single
wave number. Future work should also include the wide
range of horizontal wave numbers (10–1000 km) observed
in the atmosphere, including low-frequency, planetary-
scale waves which may also be an important source of
momentum for the QBO [40]. Additionally, the study of the
QBO in a fully coupled, convective, stably stratified model
system by [13] showed that accounting for only the energy
spectrum in a Plumb-like model is not sufficient to
reproduce the realistic reversals; it also requires informa-
tion about higher-order statistics. Clearly, reliable para-
metrization of this climatic metronome in GCMs still
demands additional work.
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