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Erosion of material by energetic ions, i.e., sputtering, is widely used in industry and research. Using
experiments and simulations that, independently of each other, obtain the sputter yield of thousands of
individual grains, we demonstrate here that the sputter yield for heavy keV ions on metals changes as a
continuous function of the crystal direction. Moreover, we show that polycrystalline metals with randomly
oriented grains do not sputter with the same yield as the amorphous material. The key reason for this is
attributed to linear collision sequences rather than channeling.
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The effect of the crystal lattice on material properties is a
multifarious topic [I-12]. In applications, it may be
employed to advantage, or, at least, it must be controlled.
In general, the crystal lattice has an impact on many material
properties; however, often only the low-index surfaces are
investigated [13—18]. Therefore, a systematic study is highly
desirable for characterizing properties such as sputtering
[19,20] over many different crystal orientations.

Widely used sputter simulation programs such as TRIM
[21] or sDTrimsP [22] assume an amorphous target; i.e., the
crystal lattice structure is completely ignored [23,24].
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Often, the sputter yield of a polycrystalline sample is
compared with simulations [25], and the texture of the
sample is not taken into account, even though it is well
established that polycrystalline samples often have a
preferred crystal orientation at the surface [26,27] and
the sputter yield is reduced for low-index surface orienta-
tions [14—17]. The underlying assumption is that either the
average over all directions corresponds to amorphous
material [24,28] or there is a wide range of “random”
crystal directions for which the yield is the same as in
amorphous material.

This assumption is likely due to an assumed analogy to
ion implantation. There, the projected ion range usually
varies very little away from the major channeling direc-
tions. This is illustrated in Fig. 1(a), which shows an inverse
pole figure (IPF) of the projected range of 30 keV Ga in
single-crystalline W. An IPF is a stereographic projection
of crystal directions. In cubic systems, due to symmetry the
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IPFs for 30 keV Ga bombardment of W: (a) BCA simulations of the projected range of Ga; (b) BCA simulations of the sputter

yield; (c) MD simulations of the sputter yield; (d) experimental sputter yield from four individual measurements; (e) experimental data
of (d) corrected by rotation matrix multiplication according to PCA; (f) secondary electron emission. The white areas in the triangles in
(d)—(f) represent crystal orientations for which no grains exist in the measured area.

triangle between (001), (101), and (111) represents the
whole angular space. Figure 1(a) shows simulation results
obtained with the binary collision approximation (BCA)
code mMSIL [29]. The projected ranges are color coded
based on an array of 46 x 46 implantation simulations for
surface orientations covering the orientation triangle. For
further details of the simulations, see Supplemental
Material [30].

BCA simulations of single-crystal sputtering have been
performed in the past [47-49] but only for selected surface
orientations. In Fig. 1(b), we show an IPF for the sputter
yield obtained by the same IMSIL simulations as used for
Fig. 1(a). The (100) and (111) directions have the lowest
sputter yield, while they have the largest projected range.
However, in contrast to the projected range, the sputter
yield changes continuously with crystal orientation, and
there is no extended region where it is approximately
constant.

In the following, we corroborate this result by molecular
dynamics (MD) simulations and experiments using elec-
tron backscatter diffraction (EBSD) and scanning electron
microscopy (SEM).

For the MD simulations, we developed a new approach
to obtain sputter yields for arbitrary crystal orientations
with the program MDRANGE, which is based on the recoil
interaction approximation (RIA) [50,51]. In principle, MD
simulations of the full development of collision cascades

(which automatically include heat spike effects [52-56])
could provide the crystal direction dependence of
sputtering. However, each full MD simulation is time
consuming, and, to get a statistically reliable value for
the sputter yield in a single direction, thousands of impacts
are needed. Moreover, for obtaining IPFs, easily over
thousands of directions are needed. These calculations
are computationally prohibitive for full MD simulations.
Therefore, MD simulations were performed on two levels.
First, the crystal-direction dependence of the energy trans-
fer to recoils in the top 2 nm of the surface of tungsten was
simulated for all crystal directions using MDRANGE.
Second, full MD cascade simulations using the PARCAS
code [57-59] were performed of eight crystal directions to
correlate energy to recoils with the sputter yield [30]. The
result illustrates a linear dependence of the sputter yield on
the energy to recoils within the statistical uncertainty (see
Fig. S3 [30]). The slope of the linear regression obtained
from the PARCAS simulations is used to translate the energy
to recoils determined by MDRANGE to sputter yield in an
IPF, which is shown in Fig. 1(c). Note the almost perfect
agreement between MD and BCA results [Figs. 1(c)
and 1(b), respectively].

Most previous experimental studies have investigated the
sputter yield for some specific low-index crystal orienta-
tions only, and some others have measured sputter yield for
a few additional orientations [14—17]. To go beyond this
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standard approach, in this work we utilize recent develop-
ments in the EBSD technique that allow measuring and
generating orientation maps of a polycrystalline sample in
a reasonable time [60]. EBSD has been used to study
dislocations [61], deformation structures within grains [62],
or the crystal-dependent-oxidation behavior [63,64].

EBSD has previously been applied to examine sputter
yields for 25 keV Ga bombardment of Mo [65] yet only for
a few surface orientations. More recently, Nagasaki et al.
have studied 4 keV Ar bombardment of polycrystalline Cu
and Ni [66]. Although not discussed, the IPFs shown in that
paper indicate a smooth variation of the sputter yield with
surface orientation. However, their results have been
smoothed due to the relative scarcity of the data, while
our raw data have been sharpened by rotation matrix
multiplication as described later.

For obtaining the experimental data, hot-rolled poly-
crystalline tungsten samples were recrystallized to achieve
a grain size of around 10 gm. The samples were polished to
achieve flat surfaces with height differences between the
grains of less than 50 nm. The tungsten samples were
sputtered by focused Ga ion beam (FIB) at 30 keV. The
grains with the lowest sputter yield have an erosion of
around 150 nm, and grains with the highest sputter yield
have an 8 times higher erosion, which is measured with a
confocal laser scanning microscope (CLSM). Between the
sputter experiment and the height measurement, EBSD
measurements were performed for determining the crystal
orientation. The data of the orientation map and the height
data were merged with a PYTHON tool, which was intro-
duced and applied to grain-orientation-dependent oxidation
in Ref. [64]. The height data were transformed to sputter
yields by using the fluence and the atomic density of the
target. Because of the well-known rectangular area irradi-
ated by the scanning FIB, there is a well-defined reference
level outside of the sputtered area, and the sputtered depth
of each grain is accurately determined. At the end, the
sputter yields of ten thousand single-crystal grains from
four individual experiments were evaluated for the pre-
sented data. These results are visualized in the IPF shown in
Fig. 1(d). Note that several grains correspond to each pixel,
which represents one crystal direction. Therefore, the
median of the sputter yields is reported for each pixel.

The huge data amount opens up the possibility for
detailed analysis. A principal component analysis (PCA)
is applied on the experimental data [67], to correct a
possible misalignment error by the sample mounting or
ion beam. A PCA captures the highest variation of the data
in a lower dimension, here the IPF. An IPF includes all
lattice symmetries and reduces the number of dimensions
from three Euler angles to two independent variables
characterizing one direction. When the direction is aligned
with the ion beam, the highest variation of the data is kept
in a lower dimension, because a rotation of the crystal
lattice around the ion beam axis does not change the sputter

yield; respectively, the ion beam faces the same crystal
lattice in every rotation angle. On the EBSD data, rotation
matrix multiplications result in a new arrangement of
sputter yields in the IPF and the arrangement with the
highest variation is desired [Fig. 1(e)].

The PCA was performed on each sputter experiment
separately to compensate for the misalignment due to
sample mounting or the positioning of the scan area of
the FIB beam. The error of around 2° was corrected by
rotation matrix multiplication. The resulting IPF shown in
Fig. 1(e) is much clearer than that of the raw data
[Fig. 1(d)]. The difference shows that the method is very
sensitive to the misalignment error, and, in contrast to
common assumptions, errors of the order of 1° have a
significant impact on the data evaluation. Vice versa, the
accuracy of the impact angle detection of the ions is better
than 1° (Figs. S11 and S12 [30]).

Comparison of the experimental and simulated data
[Figs. 1(b), 1(c), and 1(e)] shows excellent agreement of
the dependence of the sputter yield on the crystal direction.
It is emphasized that the simulations did not employ any
fitting of parameters. The frequency distribution analysis of
sputter yields shown in Fig. 2 confirms that the good
agreement is not only visual. It also illustrates that the
yields vary continuously and there is no single sputter yield
value that would be much more common than the other, in
contrast to the projected range. Moreover, the fact that the
BCA and MD maximum sputter yields are similar indicates
that heat spikes do not have a major contribution to
sputtering under these irradiation conditions due to the
very high melting point of W [54]. In addition, Fig. 2 shows
the values of the sputter yield of amorphous and poly-
crystalline tungsten, 2.29 and 4.71 W/Ga, respectively, as
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FIG.2. Number of crystal directions versus sputter yield (green,
cyan, and blue lines) and projected range (red line), assuming an
isotropic distribution of surface orientations. The average sputter
yield of polycrystalline and amorphous W as obtained by the
BCA simulations is indicated by the vertical dashed lines. The
inset shows an example of a linear collision sequence, which
exists only in crystalline targets, observed in the MD simulations.
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calculated with mvsIL. The discrepancy between the two
will be discussed toward the end of the paper.

It is known that the sputter yield correlates with the
secondary electron emission [68,69]. Therefore, secondary
electron emission, caused by the Ga* FIB, was measured
with the secondary electron detector of the microscope. The
resulting grayscale image was merged with the crystal
orientation image to visualize in an IPF, which is shown
in Fig. 1(f). The distribution of the secondary electron yield
versus the crystal orientation matches the experimental, MD,
and BCA sputter yields very well. This demonstrates that
secondary electron emission has a linear dependence on the
sputter yield over thousands of data points (see Fig. S8 [30]).

In addition, the Ga implantation due to the crystal
orientation was investigated. For that purpose, energy
dispersive x-ray spectroscopy (EDX) measurements of
the sputtered surface were performed, and the data were
merged with the orientation data with the same PYTHON
tool as used for the CLSM data [64]. The resulting IPF
(Fig. S9 [30]) shows high Ga contents around low-index
crystallographic directions where the projected range is
large and the sputter yield small. This is to be expected,
since both features make it more difficult to remove the
implanted ions from the target.

For a detailed investigation of the depth distribution of
the channeled Ga ions, FIB-prepared cross sections were
made on low- and high-index surfaces for comparing them
and verifying the Ga content with EDX. At the surface, the
Ga content was around 20 at% in the (100) and (111)
surface orientation. In contrast, at the high-index surfaces,
the Ga content was below the detection limit of the EDX.
Also, Ga was found down to about 350 nm below the
surface in the (100) and (111) surface orientation. This
result is in excellent agreement with MDRANGE and IMSIL
simulations, whose electronic stopping power models have
been calibrated with independent experimental [70] and
theoretical data [71]. They show a maximum range of about
370 nm for these orientations.

These consistent and accurate experimental results,
together with the BCA and MD simulations, convincingly
show that there are no extended angular regions with almost
constant sputter yield. To support the generality of this
conclusion, we have in addition performed BCA simula-
tions for 3 and 300 keV Ga bombardment with qualitatively
similar results (see Fig. S1 [30]). In addition, measurements
of the dependence of the sputter yield of Cu on the
ion incidence angle for various ion beam conditions
[14,15,28,72] may be interpreted as the superposition of
a crystal orientation effect similar to that found in the
present work and the incidence angle dependence of the
sputter yield that is also present for amorphous targets.
Thus, our result does not seem to be restricted to heavy ions
and the bcc crystal lattice.

We briefly comment on the reasons why there is a
continuous variation of the sputter yield with crystal

orientation, while there are extended angular regions with
almost constant projected ion ranges. Channeling, respon-
sible for the increased projected range along low-index
crystallographic directions, is the stable oscillation of
trajectories in the open space between atomic rows or
planes [73,74]. Thus, it takes full effect over an extended
depth interval. In contrast, sputtering is a pronounced
surface effect, which depends on various processes taking
place in the near-surface region [72,75].

Finally, we comment on the difference between the
average sputter yields of amorphous and polycrystalline
tungsten as indicated in Fig. 2. It has long been known that
so-called linear collision sequences [75,76] contribute to
sputtering and cause spots in the angular distributions of
the sputtered atoms. Since linear collision sequences can
only occur in a crystalline material, the large difference in
the sputter yields obtained by the BCA simulations using
exactly the same physical models with only different
target structures provides strong evidence that linear
collision sequences contribute significantly to the sputter
yield. Also, MD simulations comparing sputtering from
amorphous and crystalline tungsten showed a similar
difference and exhibited linear collision sequences; see
the inset in Fig. 2. Details on the comparison between
amorphous and crystalline material yields of the BCA and
MD simulations are given in Supplemental Material [30].

In summary, new experimental and simulation
approaches are developed for determining the crystal
grain-orientation dependence of sputtering. Because of
automated data collection processes, a huge amount of
experimental data on sputtering can be collected, which,
in turn, allows using filter techniques and new analysis
methods to be applied on the dataset. This includes the
optimization of the data due to the impact angle of
the ions. In addition, this technique can be used to detect
the impact angle of the ions to the sample surface with an
accuracy better than 1°.

The newly developed approaches consistently show that
for the system studied the low-index surfaces have more
than a factor of 8 lower sputter yield than the high-index
surfaces and that there is no continuous wide range of
crystal directions that would correspond to the random
material assumed in common Monte Carlo BCA codes.
Moreover, detailed analysis of the atom collision sequences
in the simulations showed that the reason for the large
effects is that the physics of sputtering in polycrystalline
nonamorphizing materials—such as common bulk elemen-
tal metals with high symmetric structure—is fundamentally
different from that in amorphous materials.

This work has been carried out within the framework of
the EUROfusion Consortium and has received funding
from the Euratom research and training programme 2014—
2018 and 2019-2020 under Grant Agreement No. 633053.
The views and opinions expressed herein do not necessarily
reflect those of the European Commission.
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