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We introduce a new framework for quantifying correlated uncertainties of the infinite-matter equation of
state derived from chiral effective field theory (yEFT). Bayesian machine learning via Gaussian processes
with physics-based hyperparameters allows us to efficiently quantify and propagate theoretical
uncertainties of the equation of state, such as yEFT truncation errors, to derived quantities. We apply
this framework to state-of-the-art many-body perturbation theory calculations with nucleon-nucleon and
three-nucleon interactions up to fourth order in the yEFT expansion. This produces the first statistically
robust uncertainty estimates for key quantities of neutron stars. We give results up to twice nuclear
saturation density for the energy per particle, pressure, and speed of sound of neutron matter, as well as for
the nuclear symmetry energy and its derivative. At nuclear saturation density, the predicted symmetry
energy and its slope are consistent with experimental constraints.
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Introduction.—How well do we know the neutron-matter
equation of state (EOS) at the densities inside neutron stars?
This is a key question for nuclear (astro)physics in the era
of multimessenger astronomy. To answer this question
from nuclear theory requires a systematic understanding of
strongly interacting, neutron-rich matter at densities several
times the typical density in heavy nuclei, i.e., well
beyond the nuclear saturation density ny~ 0.16 fm™3
(po~2.7x 10" gcm™). The dominant microscopic
approach to describing nuclear forces at low energies is
chiral effective field theory (yEFT) with nucleon and pion
degrees of freedom [1-4]. It has made great progress in
predicting the EOS of infinite (nuclear) matter and the
structure of neutron stars at densities <n, [5—19] (see also
Refs. [20-22] for recent reviews). But the truncation
errors inherent in yEFT grow dramatically with density
[18,23-26]. Existing predictions only provide rough esti-
mates for them and do not account for correlations within or
between observables.

In this Letter, we use a novel Bayesian approach to
quantify the truncation errors in yEFT predictions for pure
neutron matter (PNM) at zero temperature [27,28]. The EOS
is obtained from state-of-the-art many-body perturbation
theory (MBPT) calculations with nucleon-nucleon (NN) and
three-nucleon (3N) interactions up to fourth order in the
yEFT expansion (i.e., next-to-next-to-next-to-leading order,
N3LO) [17]. Our algorithm accounts for correlations in EOS
truncation errors—both across densities and between
observables—enabling us to obtain reliable uncertainties
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for physical properties derived from the EOS, e.g., the
pressure and the speed of sound. This significant advance in
uncertainty quantification (UQ) is timely given the need for
statistically robust comparisons [29] between nuclear theory
and recent observational constraints [30-37].

¥EFT is a systematic expansion in powers of a typical
momentum scale, p, over the EFT breakdown scale, A,.
For infinite matter, p is of order the nucleon Fermi
momentum kr. Provided kr < A;,, yEFT calculations of
strongly interacting matter can be improved to any desired
accuracy. In practice, there is always a discrepancy between
the yEFT result and reality because observables are
calculated at a finite order in the expansion, leaving a
residual error that must be quantified [38—40].

Melendez et al. [27] developed a Bayesian model for
EFT truncation errors that accounts for uncertainties that
vary smoothly with independent variable(s)—in this case
kg or the nucleon density n. A machine-learning algorithm
is trained on the computed orders in the yEFT expansion,
from which it learns the magnitude of the truncation error
and its correlations in density. In a companion publication
[28], we apply this new approach to infinite matter.
This provides the first estimates of in-medium EFT
breakdown scales and nuclear saturation properties with
correlated EFT truncation errors. We also uncover a strong
correlation between PNM and symmetric nuclear matter
(SNM) for the yEFT Hamiltonians of interest. This is
crucial to the UQ of the nuclear symmetry energy we
present here.

© 2020 American Physical Society
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This Letter focuses on PNM and, together with its
companion paper [28], sets a new standard for UQ
in infinite-matter calculations based on yEFT. (See
Section IV. 2 in Ref. [41] for an overview of other recent
applications of machine learning and Bayesian methods in
low-energy nuclear theory.) We first review definitions
relevant to our study: the energy per particle, pressure, and
speed of sound, along with the symmetry energy and its
slope. Next we explain how machine-learning algorithms
can estimate statistically robust, correlated uncertainties for
these observables. We then provide our results and show
that, for the symmetry energy and its slope at saturation
density, they are in accord with experimental and
theoretical constraints. The annotated Jupyter notebooks
we used for the UQ of infinite-matter observables and their
derivatives are publicly available [42].

Equation of state.—We consider the standard (quadratic)
expansion of the infinite-matter EOS as a function of the
total density n=n,+n, and isospin asymmetry

/B = (nn - np)/ns
E E
Z(n,ﬂ)zz(n,ﬂ:0)+ﬂ252(n), (1)

about SNM (f = 0); with the neutron (proton) density
given by n, (n,). Microscopic asymmetric matter calcu-
lations based on chiral NN and 3N interactions at n < ny
have shown that this expansion works reasonably well
[8,43] (cf. Refs. [44,45]). The density-dependent symmetry
energy S,(n) is then given by the difference between the
energy per particle in PNM (E/N) and SNM (E/A),

52<n)z§(n)-§(n) Esv+%(”;0”0> PN

We focus our analysis on four key quantities for PNM
and neutron stars. The first two are S, (n) and its (rescaled)
density-dependent  derivative  L(n) = 3n(d/dn)S,(n).
When evaluated at n, these become, respectively,
S, =8,(ng) and L = L(ny). The other two quantities
are the pressure

Py =2 LE

— o (), )

and the speed of sound squared,

)= 2O (1 D) By,

Note that the energy density &e(n) = n[(E/N)(n)+ m,]
includes the neutron rest mass energy m, (with ¢ = 1).

The central many-body inputs of our analysis are
(E/N)(n) and (E/A)(n) as obtained in MBPT. We
extend the neutron-matter calculations in Ref. [17] to
2ny and use the results reported in Refs. [17,23] for

SNM. The high-order MBPT calculations are driven by
the novel Monte Carlo framework introduced by Drischler
et al. [17]. It uses automatic code generation to efficiently
evaluate arbitrary interaction and many-body diagrams,
facilitating calculations with controlled many-body
uncertainties (for details see Ref. [17]).

Reference [17] also constructed a family of order-
by-order chiral NN and 3N potentials up to N’LO. The
NN potentials by Entem, Machleidt, and Nosyk [46] with
momentum cutoffs A = 450 and 500 MeV were combined
with 3N interactions at the same order and cutoff. The two
3N low-energy couplings cp and cx were fit to the triton
and the empirical saturation point of SNM. These inter-
mediate- and short-range 3N interactions, respectively, do
not contribute to (E/N)(n) with nonlocal regulators [47].
There is consequently only one neutron-matter EOS
determined for each cutoff and yEFT order [17]. Our
results for a given cutoff do not differ significantly for
the different 3N fits. We restrict the discussion here to the
A =500 MeV potentials of Ref. [17] with ¢p = —1.75
(=3.00) and ¢y = —0.64 (=2.22) at N’LO (N’LO) and
refer to the Supplemental Material [48] for results with the
other cutoff. More details on these Hamiltonians can be
found in Refs. [17,28].

Uncertainty quantification.—QOur truncation-error model
relies on Gaussian processes (GPs), a machine-learning
algorithm, to uncover the size and smoothness properties of
the EFT uncertainty [49]. We train physically motivated
GPs from our UQ framework to the order-by-order
predictions of (E/N)(n) and (E/A)(n), leading to smooth
regression curves. Training refers here to both estimating
the GP hyperparameters (e.g., A, and the GP correlation
length) and finding the regression curve. Note that this
requires choices for the functional form of the EFT
expansion parameter and a reference scale for each
observable, as discussed in Refs. [27,28]. The resulting
curves also include an interpolation uncertainty that
accounts for many-body uncertainties in the training data.
Reference [17] showed that the residual many-body
uncertainty is much smaller than the yEFT truncation error
for the interactions considered here. Nevertheless, to
be conservative, we set this additional interpolation
uncertainty to 0.1% of the total energy per particle (but
> 20 keV). The results are insensitive to that choice.

An important byproduct of finding the optimal regres-
sion curves is a Gaussian posterior for the truncation error
that includes correlations in density. Combining the respec-
tive regression curve with the interpolation and EFT
truncation uncertainties produces a GP for each EOS from
the to-all-orders EFT. Furthermore, GPs are closed under
differentiation. It is then straightforward to compute a joint
distribution that includes correlations between the EOS and
its derivatives [50-53].

But assessing the uncertainty in S,(n) requires an
additional step. We have found that (E/N)(n) and
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(E/A)(n) converge in a similar fashion [28]; given an EFT
correction of (E/N)(n), it is likely that the correction to
(E/A)(n) will have the same sign. This additional corre-
lation between observables implies that the truncation error
in S,(n) is less than the in-quadrature sum of errors from
PNM and SNM. Our truncation framework naturally
extends to this case via multitask machine learning (for
details see Ref. [28]; also [54-57]). The correlation found
with multitask GPs precisely matches the empirical
correlation.

Our novel framework thus permits the efficient
evaluation of arbitrary derivatives and the full propagation
of uncertainties within and between observables. Each type
of correlation is essential for full UQ in infinite matter:
without correlations in density, derivatives of the EOS
would have grossly exaggerated uncertainties; without
correlations between observables and their derivatives,
UQ for ¢2(n) would not be reliable; without correlations
between PNM and SNM, the uncertainty on S,(n) and
L(n) would be overestimated. More details can be found in
Refs. [27,28].

Results.—Figure 1 shows our order-by-order yEFT
predictions, up to NLO, for (E/N)(n), P(n), and c¢?(n)
in PNM, as well as S,(n), L(n), and (E/A)(n). We find an
EFT breakdown scale A, consistent with 600 MeV
and optimized truncation-error correlation lengths
¢ =097 fm™! (0.48 fm~') for PNM (SNM). The corre-
lation between the truncation errors of (E/N)(n) and
(E/A)(n) is p = 0.94. These hyperparameters are only
tuned to the derivative-free quantities (E/N)(n) and
(E/A)(n); derivatives and their uncertainties are thus pure
predictions of our framework, as are S,(n) and L(n). The
bands in Fig. 1 account for both the EFT truncation error
and the overall interpolation uncertainty. Our Bayesian 1o
uncertainties for derivative-free quantities are broadly
similar [39] to those obtained using the “standard EFT”
error prescription [58—61], e.g., as it was applied to UQ of
the EOS in Ref. [17]. But only our correlated approach can
propagate these reliably to P(n), S,(n), L(n), and cZ(n).

We observe an order-by-order EFT convergence pattern
for the observables at low densities, n <0.1 fm™.
However, at N2LO and beyond, 3N interactions enter the
yEFT expansion with repulsive contributions, especially at
densities n > n;. Their N’LO and NLO EFT corrections
then have a markedly different density dependence, as
indicated by our model-checking diagnostics [27] for each
energy per particle [28]. This produces bands that do
not appear to encapsulate higher-order predictions.
Nevertheless, we stress caution when critiquing the con-
sistency of the uncertainty bands; because of the strong
correlations, statistical fluctuations can occur over large
ranges in density. Our credible interval diagnostics show
that the bands are consistent up to these fluctuations [28].

The distributions of all observables follow a multivariate

Gaussian except for c?(n), which requires sampling.

1 LO E= NLO =4 N?2LO [E= N°LO
(= |
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FIG. 1. Order-by-order predictions with 68% bands for (a) the
energy per particle (E/N)(n) and (b) the pressure P(n) of PNM;
(c) the symmetry energy S,(n) and (d) its (rescaled) density
dependence L(n); (e) the energy per particle (E/A)(n) of SNM,
and (f) the speed of sound c2(n) of PNM, each as a function
of density. Dots denote every fifth interpolation point, where
n =0.05,0.06,...,0.34 fm™3. The gray box in (e) depicts
the empirical saturation point, ny = 0.164 & 0.007 fm= with
(E/A)(ny) = —15.86 £ 0.57 MeV, obtained from a set of energy
density functionals [17,43]. The vertical lines are located at
n = 0.164 fm>. See the main text for details.

The strong correlation between (E/N)(n) and (E/A)(n)
produces narrow constraints at n,: S, = 31.7 = 1.1 MeV
and L =59.8 £4.1 MeV at the lo level. These agree
remarkably well with central values from the analyses
compiled in Ref. [62]. Our results for ¢2(n) are below the
asymptotic high-density limit predicted by perturbative
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quantum chromodynamics, c¢Z(n > 50n,) =1 [63]. The
uncertainties, however, are sizeable at the maximum
density: ¢2(2ny) ~0.14 £0.08 (N’LO) and c2(2n)) =~
0.10 £0.07 (N’LO). Precise measurements of neutron
stars with mass 22 Mg [64-67] indicate that the limit
has to be exceeded in some density regime beyond n, [68].
Our 20 uncertainty bands are consistent with this happen-
ing slightly above 2n, especially since the downward turn
of ¢2 (n20.28 fm™3) is likely an edge effect that will
disappear if we train on data at even higher densities.

Comparison to experiment.—Figure 2 depicts con-
straints in the S,—L plane. The allowed region we derive
from yEFT calculations of infinite matter is shown as
the yellow ellipses (dark: leo, light: 26) and denoted
“GP-B” (Gaussian process—-BUQEYE collaboration).
Also shown are several experimental and theoretical con-
straints compiled by Lattimer et al. [69-71]. The experi-
mental constraints include measurements of isoscalar giant
dipole resonances, dipole polarizabilities, and neutron-skin
thicknesses (see the caption for details). The white area
depicts the intersection of all these (excluding that from
isobaric analog states and isovector skins, which barely
overlaps). This region is in excellent agreement with our
prediction.

Our yellow ellipses in Fig. 2 represent the posterior
pr(S,, L | D), where the training data D are the order-by-
order predictions of (E/N)(n) and (E/A)(n) up to 2n.
The distribution is accurately approximated by a two-
dimensional Gaussian with mean and covariance

31.7 1.112 3.27
= ls] e == | ©
Hr 59.8 327 4122

We consider all likely values of ng via pr(S,,L|D) =
S pr(Sy. L | ng, D)pr(ng| D)dny. Here, pr(S,, L |ng, D)
describes the correlated to-all-orders predictions at a par-
ticular density g, and pr(ng | D) = 0.17 4 0.01 fm=3 is the
Gaussian posterior for the saturation density, including
truncation errors, determined in Ref. [28]. If the canonical
empirical saturation density, ny = 0.164 fm™3, is used
instead the posterior mean shifts slightly downwards: S, —
S, —0.8 MeV and L - L — 1.4 MeV. This shift is well
within the uncertainties computed using our internally
consistent 7n,. In contrast to experiments, which extract
S,—L from measurements over a range of densities, our
theoretical approach predicts directly at saturation density,
thereby removing artifacts induced by extrapolation.

Our 20 ellipse falls completely within constraints
derived from the conjecture that the unitary gas is a lower
limit on the EOS [69] (solid black line). The same work
also made additional simplifying assumptions to derive an
analytic bound—only our lo ellipse is fully within that
region (dashed black line). Figure 2 also shows the allowed
regions obtained from microscopic neutron-matter
calculations by Hebeler et al. [79] (based on yEFT NN

100 T T T T T
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80
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40

Slope Parameter L [MeV]

UG Analytic
s ~ I

S~
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0 . I . I .
26 28 30 32 34
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FIG. 2. Constraints on the S,—L correlation. Our results
(“GP-B”) are given at the 68% (dark-yellow ellipse) and 95%
level (light-yellow ellipse). Experimental constraints are derived
from heavy-ion collisions (HIC) [72], neutron-skin thicknesses of
Sn isotopes [73], giant dipole resonances (GDR) [74], the dipole
polarizability of 2%Pb [75,76], and nuclear masses [77]. The
intersection is depicted by the white area, which only barely
overlaps with constraints from isobaric analog states and iso-
vector skins (IAS + AR) [78]. In addition, theoretical constraints
derived from microscopic neutron-matter calculations by
Hebeler et al. (H) [79] and Gandolfi et al. (G) [80] as well as
from the unitary gas (UG) limit by Tews et al. [69]. The figure has
been adapted from Refs. [70,71]. A Jupyter notebook that
generates it is provided in Ref. [42].

and 3N interactions fit to few-body data only) and Gandolfi
et al. [80] (where 3N interactions were adjusted to a range
of §,). The predicted ranges in S, agree with ours, but we
find that L is ~#10 MeV larger, corresponding to a stronger
density-dependence of S,(ny). References [79,80] quote
relatively narrow ranges for S,—L, but those come from
surveying available parameters in the Hamiltonians and so,
unlike our quoted intervals, do not have a statistical
interpretation.

Summary and outlook.—We presented a novel frame-
work for EFT truncation errors that includes correlations
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within and between observables. It enables the efficient
evaluation of derived quantities. We then constrained
multiple key observables for neutron-star physics based
on cutting-edge MBPT calculations with yEFT NN and 3N
interactions up to N°LO. Correlations in the EFT truncation
error—both across densities and between different observ-
ables—must be accounted for in order to obtain full
credible intervals. In several cases (e.g., S,) the result is
a much smaller uncertainty than one might naively expect.
Our narrow predictions for §,—L are in excellent agreement
with the joint experimental constraint.

A rigorous comparison between empirical constraints on
the EOS and our knowledge of the underlying microscopic
dynamics of strongly interacting nuclear matter is particu-
larly important in the era of multimessenger astronomy
because new constraints on the neutron-star EOS are
anticipated from NASA’s NICER [33-36] and from the
LIGO-Virgo collaboration [30—32]. Our EOS results are in
good agreement with recent observations, especially those
with input from NICER (cf. theory-agnostic joint obser-
vational posteriors in Figure 1 of Ref. [37]). Nuclear
physics experiments (e.g., those in Refs. [81-84]) will
also contribute important information to this overall
picture.

Our Bayesian framework can be straightforwardly
adapted and used in future studies that will more firmly
establish this comparison. A full Bayesian analysis can be
performed via Markov Chain Monte Carlo sampling over
GP hyperparameters and the low-energy couplings in the
nuclear interactions [40,85,86]. This requires the develop-
ment of improved chiral NN and 3N forces up to N°LO
[87-89]. Extensions to arbitrary isospin asymmetry and
finite temperature are also an important avenue for future
study. Work in all these directions will be facilitated by the
public availability of the tools presented here as Jupyter
notebooks [42].
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