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Results are reported from a search for a class of composite dark matter models with feeble long-range
interactions with normal matter. We search for impulses arising from passing dark matter particles by
monitoring the mechanical motion of an optically levitated nanogram mass over the course of several days.
Assuming such particles constitute the dominant component of dark matter, this search places upper limits
on their interaction with neutrons of αn ≤ 1.2 × 10−7 at 95% confidence for dark matter masses between 1
and 10 TeV and mediator masses mϕ ≤ 0.1 eV. Because of the large enhancement of the cross section for
dark matter to coherently scatter from a nanogram mass (∼1029 times that for a single neutron) and the
ability to detect momentum transfers as small as ∼200 MeV=c, these results provide sensitivity to certain
classes of composite dark matter models that substantially exceeds existing searches, including those
employing kilogram- or ton-scale targets. Extensions of these techniques can enable directionally sensitive
searches for a broad class of previously inaccessible heavy dark matter candidates.
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There is compelling evidence for the existence of dark
matter (DM) from multiple independent cosmological and
astrophysical sources [1–6]. However, its detection in
terrestrial experiments has eluded searches to date and
remains among the highest priorities in fundamental
physics. The most sensitive laboratory detection strategies
typically involve searching for subatomic particle recoils if
the DM mass MX is sufficiently large (MX ≳ eV) [7] or
DM-photon [8] or DM-phonon [9–11] conversion for
smaller masses (MX ≪ eV). Both strategies aim to observe
tiny energy transfers between DM and microscopic internal
degrees of freedom of a massive (or large volume) detector.
Recent work has suggested the possibility that macro-

scopic force sensors can be used to probe long-range
interactions between dark and visible matter, including—
in principle—those due to gravity alone [12–14]. While
realizing such ambitious experiments would require sub-
stantial advances beyond the current state of the art, similar
concepts to search for DM that may interact via stronger
long-range interactions are already feasible.
In this Letter, we present a search for passing DM particles

by monitoring impulses delivered to a macroscopic sensor

through its center of mass (c.m.) motion. The ability to detect
tiny momentum transfers to nanogram-scale masses is
enabled by the extreme sensitivity of recently developed
levitated optomechanical systems. Techniques to trap micron
or submicron sized masses via optical [15–17], magnetic
[18–21], or radio frequency [22–25] fields have progressed
substantially in the last decade [26]. Past work has demon-
strated the ability to cool particles with ∼ femtogram masses
to μK effective temperatures [27–29]. Recent extensions of
such cooling to masses as large as 1 ng [30] is key to enabling
the DM searches presented here. While such techniques may
also enable tests of quantummechanics using massive objects
[27–29,31], precise micron-scale accelerometers and force
sensors [30,32–39], and searches for new fundamental
interactions [40,41], here we provide an initial demonstration
of their ability to detect small recoils, including those
that might arise from DM particles interacting via a long-
range force.
Motivated by recent theoretical developments [42–47],

we consider models of composite DM “nuggets” that
interact with visible matter through a classical Yukawa
potential mediated by a light force carrier ϕ with mass
mϕ ≲ eV:

VðrÞ ¼ α

r
e−r=λ; α≡ ðNdgdÞðNngnÞ

4π
; ð1Þ

where gd is the coupling of ϕ to DM nugget constituents, gn
is its coupling to neutrons, Nd ≫ 1 is the number of
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constituents in the nugget, and Nn ∼ 3 × 1014 is the number
of neutrons in the sensor. The range of the force is
λ≡m−1

ϕ ≃ 2 μm × ð0.1 eV=mϕÞ, and we denote the cou-
pling of the entire DM nugget to a single neutron as
αn ¼ α=Nn. Here, and when specifying particle masses or
momentum transfers in this Letter, natural units are used
with ℏ ¼ c ¼ 1. Other experimental parameters are reported
in SI units for clarity. While the neutron coupling to light
mediators gn is strongly constrained by fifth-force searches
and equivalence principle tests [48,49], gd is considerably
less constrained. Couplings for which gd ≫ gn are typically
required to produce observable signals.
The sensor consists of a SiO2 sphere with diameter

dsph ¼ 10.3� 1.4 μm and mass density ρsph ¼ 1.8 g=cm3

[39], which is optically levitated in high vacuum. A detailed
description of the trapping setup is given in [30]. Active
feedback is used to cool the sphere’s c.m. motion in all
translational degrees of freedom to an effective tempera-
ture, Teff ≈ 200 μK, which simulations indicate provides
the optimal impulse sensitivity for the measured force
noise,

ffiffiffiffiffiffiffi
SFF

p
≈ 1 aN=

ffiffiffiffiffiffi
Hz

p
[30]. Data were acquired during

a 7 day period between June 15 and 21, 2020. Prior to
beginning data acquisition, the sphere was optically trapped
at ≲5 × 10−7 mbar and its net electric charge neutralized
[30,40], remaining zero (with no spontaneous charging)
throughout data acquisition.
This Letter considers only motion of the sphere in the x

direction [see Fig. 1(a)], since the impulse response could be
directly calibrated using existing electrodes surrounding the
trap. Upgrades to add additional electrodes can allow
accurate calibration of the sphere’s 3D motion [38,50].
The sphere’s x position was measured using two indepen-
dent sensors: one within the feedback loop (“in loop”) and
one utilizing a separate imaging beam and photodiode (“out

of loop”) [30]. Data from a commercial accelerometer
(Wilcoxon 731A/P31) positioned just outside the vacuum
chamber were also recorded. Data from all sensors were
continuously acquired in ∼105 s long data files (220 samples
at a sampling rate of 10 kHz). Additional data were taken to
calibrate impulse amplitudes and measure selection and
reconstruction efficiencies during dedicated runs performed
at the beginning, middle, and end of the acquisition period.
To search for candidate impulse events, waveforms in

each data file are first filtered to remove narrow lines and
out-of-band noise, while preserving the majority of the
signal around the resonance frequency f0 ∼ 85 Hz. The
same filter is then applied to a signal template constructed
from the expected impulse response of a damped harmonic
oscillator, using f0 and the damping coefficient
Γ0 ∼ 35 Hz. These parameters were determined from the
calibration data and stable within 5% and 10%, respec-
tively, throughout the acquisition period. After filtering, the
template and waveform are cross-correlated, and local
extrema (i.e., candidate impulses) are identified in the
correlated data, for which the amplitude, time, and χ2

goodness-of-fit statistic are recorded. This reconstruction is
performed for the in-loop and out-of-loop waveforms in
calibration and DM-search data.
Passing DM particles [Fig. 1(b)] will impart an impulse

over a time Δt ∼ bmax=v, where bmax is the largest impact
parameter at which a sufficiently large signal is produced
and v ∼ 200 km=s is the DM velocity. At all DM
masses and couplings considered here, bmax ≲ 1 mm, and
the resulting impulses are essentially instantaneous
(Δt≲ 5 ns) relative to the ∼millisecond sphere response
time. To mimic this signal in the calibration data, a net
electric charge of −1e was added to the sphere and a
sequence of square voltage pulses (of length Δt ¼ 100 μs)
with fixed amplitudes ranging between 20 V and 1.28 kV
was applied to the calibration electrodes, which had
measured spacing delec ¼ 3.99� 0.05 mm. The impulse
time is sufficiently long to avoid distortion by the high
voltage amplifier (Trek 2220), but remains short compared
to the sphere response time.
Each calibration run consisted of ∼200 impulses for each

of seven amplitudes in the range 0.15–9.6 GeV. The applied
impulses span the analysis range considered here and
provide a direct calibration of the reconstructed impulse
amplitudes in the DM-search data, with relative amplitude
uncertainty of 1.3% dominated by the uncertainty on delec.
This calibration technique avoids uncertainties related to
the sphere mass and accounts for small time variations in f0
and Γ0. Figure 1(c) shows an example of the calibrated
response. Prior to calibration, the reconstructed amplitudes
were linear within 1% over the range 1–10 GeV. At
amplitudes ≲1 GeV, the calibration removes nonlinearity
due to template search bias [51].
Data selection cuts were applied to avoid spurious

signals from environmental noise. First, a significant

(c)

(b)(a)

FIG. 1. Schematics of: (a) the levitated sphere and calibration
electrodes, and (b) a DM nugget coherently scattering from a
sphere via a light mediator, producing a momentum transfer q⃗.
(c) Example 4.8 GeV impulse produced by applying a pulsed
electric field at t ¼ 0 to a sphere with charge −1 e. The raw
waveform with minimal filtering (light, solid), filtered waveform
(dark, solid), and filtered template (dashed) are shown for both in-
loop and out-of-loop sensors (see text).
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increase in the number of noiselike events was observed
when someone was present in the lab. A “lab entry” cut was
applied to exclude such periods based on a detailed lab-
access log, which removed 0.82 days (14%) of live time.
During these noisy periods, the vibrational impulses were
found to be both correlated in time (i.e., a short sequence of
large impulses would typically be recorded, rather than
single, isolated events) and to correlate with those mea-
sured by the commercial accelerometer. These observations
motivated two additional event selection cuts. An “accel-
erometer cut” was applied to exclude data files for which
the maximum deviation in the filtered accelerometer time
stream was > 2.5σ larger than the mean of the distribution,
removing 2.6% of live time remaining after the lab entry
cut. In addition, an “anticoincidence cut” was used to
exclude any 1 s long time period where two or more events
were reconstructed with amplitudes larger than 1 GeV,
further reducing live time by 0.2% after the previous cuts.
The estimated signal efficiency of the anticoincidence cut
due to random coincidence of the observed rate of isolated
impulses in the dataset with a DM signal assumed to be
uniformly distributed in time is> 99.5%. After all selection
cuts, the remaining live time for the DM search is
4.97 days.
For events passing the live time selection, two event-

level quality cuts were applied. First, the in-loop and out-
of-loop amplitudes were required to be consistent within
the combined resolution of both sensors. The signal
efficiency for this cut was measured from the calibration
pulses to be 95.0� 1.2%, independent of amplitude.
Second, the χ2 statistic between the waveform and best-
fit template was required to be consistent with the dis-
tribution for calibration pulses. The cut threshold was
empirically set to accept an equal fraction of calibration
events at each amplitude, resulting in a measured efficiency
of 95.9� 1.8%. Finally, the calibration was used to
determine the impulse detection efficiency versus ampli-
tude, which provides the dominant inefficiency for recon-
structing small impulses. The detection efficiency was
measured from calibration data by counting the fraction
of applied impulses at each amplitude for which a recon-
structed impulse was detected, after correcting for the rate
of accidental coincidences from noise. The detection
efficiency is measured to be 8.0� 1.1% at the analysis
threshold of 0.15 GeV and rises to ∼100% for impulses
larger than 0.9 GeV. The overall signal efficiency estimated
from the combination of the detection and cut efficiencies is
shown in the inset of Fig. 2.
The distribution of reconstructed impulses is shown in

Fig. 2, both before and after applying live time and quality
cuts. For impulses below 1.2 GeV, the data are consistent
with a Gaussian distribution resulting from the random
reconstruction of noise events near threshold. After all cuts,
a non-Gaussian tail of four events is observed between 1.2
and 1.7 GeV, with no additional events from 1.7 to 10 GeV.

While the simple analysis performed here cannot distin-
guish such events from a DM signal, their distribution is
similar to the much higher rate of backgroundlike events
removed by the live time selection and quality cuts. Given
this similarity, we do not report a best-fit DM signal and
instead set limits on the coupling of DM particles to
neutrons in the sphere under the assumption that such
events could arise either from DM-induced signals or
backgrounds. We note that the optomechanical sensors
used here are directionally sensitive and future analyses
searching for diurnal modulation in the distribution of
recoil directions could definitively separate a DM-induced
signal from backgrounds [52,53].
To determine the upper limit on the DM-neutron

coupling αn for a given mediator mass mϕ and dark matter
massMX, a profile-likelihood-based hypothesis test is used
[54]. The binned negative log-likelihood (NLL) is calcu-
lated for the data and a model consisting of a Gaussian
background plus the calculated differential rate of
DM-induced impulses

dR
dq

ðαn;MX;mϕÞ ¼
fXρX
MX

Z
dv vfðvÞ dσ

dq
; ð2Þ

where ρX ¼ 0.3 GeV=cm3 is the local DM density [55], for
which the composite DM candidate of interest accounts for a
fraction fX of the total density, v is the DM velocity with
distribution fðvÞ, and the differential cross section dσ=dq, is
determined numerically for classical scattering from the
potential in Eq. (1) [56], generalized to a uniform density
sphere of diameter dsph, and projected onto the x direction.
The standard halo model (SHM) for fðvÞ is assumed, with
v0 ¼ 220 km=s [57], escape velocity vesc ¼ 544 km=s [58],

FIG. 2. Measured rate of reconstructed impulses after all cuts
(black points), compared to the spectrum with only live time
selections applied (gray, solid) and with no cuts applied (gray,
dashed). The Gaussian background (red, dotted), DM signal
(blue, dot-dashed), and sum of background and signal (blue,
solid) are also shown at the 95% C.L. upper limit,
αn ¼ 8.5 × 10−8, for MX ¼ 5 × 103 GeV, mϕ ¼ 0.1 eV, and
fX ¼ 1. The inset shows the overall signal efficiency versus
amplitude (black) and estimated error (gray band) above the
analysis threshold, qthr ¼ 0.15 GeV (dotted).
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and average Earth velocity ve ¼ 245 km=s [59]. The mini-
mum velocity to produce a recoil above threshold is vmin ¼
qthr=ð2MXÞ for the analysis threshold, qthr ¼ 0.15 GeV. The
upper limit on the analysis range is 10 GeV. The differential
rate is corrected by the signal efficiency [Fig. 2 (inset)] and
convolved with a Gaussian of width σ ¼ 0.17 GeV to
account for the momentum resolution. Nuisance parameters
account for systematic errors and backgrounds, including the
amplitude of the Gaussian background, a multiplicative
scaling of the momentum, and a multiplicative scaling of
Nn. While the background amplitude is allowed to float
freely, the latter two parameters are constrained by Gaussian
terms in the NLL with unity means and σ ¼ 1.3% and 35%,
corresponding to the uncertainties for delec and Nn ∝ d3sph,
respectively.
The resulting 95% C.L. upper limits on αn are shown in

Fig. 3. For mϕ ≪ 1=bmax, the limits converge to those for a
massless mediator. For 1=bmax ≲mϕ ≲ 1=dsph, sensitivity
to αn is reduced due to the reduction in cross section to
∼m−2

ϕ and further reduced for mϕ ≳ 1=dsph by the form-
factor suppression from interaction of the DM with only a
fraction of the neutrons in the sphere. In all cases, the limits
become weaker at large MX due to the reduced DM
number density and at small MX due to the momentum
threshold.
While the results in Fig. 3 apply for any DM model

interacting with neutrons via the generic potential in
Eq. (1), they can also be translated to a specific microscopic
model. As an example, we consider bound states of
asymmetric DM [47,60] in which composite DM nuggets
of total mass MX can be formed from a large number
(Nd > 104) of lighter constituents, each with mass md.
Recent studies indicate that such composite particles
provide viable DM candidates and could be formed in
the early Universe at the required densities to constitute
some, or all, of the relic DM density [42–47].
Example constraints from this search for mϕ ¼ 0.1 eV,

md ¼ 1 keV, and fX ¼ ð0.1; 1Þ are shown in Fig. 4.

In contrast to nuclear recoils (NRs) from nuggets with
these parameters [60], screening of the interaction within
the nugget has negligible effect on dσ=dq regardless of gd
since the geometric cross section of the nugget is much
smaller than the total cross section, for all MX considered.
For these parameters, bounds on the DM-DM scattering
cross section [61] are expected to prevent such nuggets
from providing the dominant component of DM, but cannot
constrain such models if they provide only a subcomponent
of the total relic density, with fX ≲ 0.1 [60]. In such
models, which typically contain a complex dark sector
and a correspondingly complex formation history, produc-
tion of a subcomponent of such composite particles is
generically possible, similar to the wide range of composite
particles formed in the visible sector. Use of the SHM
allows direct comparison of the results presented here to the
projected sensitivity of existing and future detectors in
previous work [60]. However, if deviations from the SHM
arise, e.g., from DM self-interactions, then the derived
limits could be modified. For example, the limits would
generally be strengthened if fXρX were larger than assumed
in the SHM or if the local velocity distribution were shifted
toward lower velocities.

FIG. 3. 95% C.L. upper limits on the DM-neutron coupling αn
versus DMmassMX for several example values of mediator mass
mϕ, assuming fX ¼ 1.

FIG. 4. Upper limits on the equivalent DM-neutron scattering
cross section for a pointlike nugget σXn ≡ 4πα2nμ

2
Xn=q

4
0 [60]

versus MX for the model described in the text with fX ¼ 0.1
(solid) and fX ¼ 1 (dashed). Here σXn is evaluated for
md ¼ 1 keV, mϕ ¼ 0.1 eV, and at a reference momentum of
q0 ¼ mnv0, where mn is the neutron mass and μXn is the
DM-neutron reduced mass. Model-dependent fifth-force con-
straints [48,49] (dotted) are also shown, assuming gd ≈ 1.
Because of sharp DM nugget form-factor suppression in the
parameter space chosen here, existing detectors searching for
eV-keV-scale NRs [62–69] only constrain σXn ≫ 10−22 cm2.
The results reported here exceed even the projected sensitivity of
a ∼kilogram year exposure of an ambitious future detector with
NR threshold as low as 1 meV (dot-dashed, see, e.g., [60,70–72]).
Cosmic microwave background limits on DM-baryon inter-
actions assume a coupling to protons, which is model dependent
and need not apply here [73], although the fX ¼ 1 region is
expected to be excluded by DM self-interaction bounds [60,61],
which do not apply for fX ≲ 0.1.
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These results—using only a single nanogram-mass
sphere and less than a week of live time—already provide
many orders of magnitude more sensitivity to DM
interactions in these models than existing direct detection
searches. Large detectors searching for DM-induced NRs
using cryogenic calorimeters [62,63], semiconductors
[64,65], or liquid noble targets [66–69] do not signifi-
cantly constrain these models due to the low probability
of producing events above their eV-keV-scale energy
thresholds. In contrast, the techniques presented here
(similar to other proposed techniques utilizing collective
excitations of many atoms, e.g., [9,60,74]) take advantage
of the large enhancement in cross section from scattering
coherently from a nanogram mass and ability to detect
momentum transfers as small as ∼0.2 GeV, correspond-
ing to a recoil energy of the sphere’s c.m. motion of
∼30 neV. For sufficiently massive mediators and light
constituents, such as the parameters shown in Fig. 4,
and assuming gd ≈ 1, these results extend between 1
and 3 orders of magnitude beyond stringent constraints
from fifth-force bounds on gn, if such particles make
up a fraction between fX ¼ 0.1 and 1 of the relic DM
density.
In summary, this Letter searches for previously un-

explored classes of DM particles interacting with normal
matter through a long-range force using nanogram-scale,
optomechanical sensors. With only a few days of live time,
the techniques presented here extend sensitivity by many
orders of magnitude beyond traditional weakly interacting
massive particle detectors for the benchmark model
considered and surpass stringent, but model-dependent
constraints on DM-neutron interactions arising from
fifth-force experiments. These results provide an initial
experimental demonstration of a general class of new
techniques to search for DM using optomechanical sensors
[12–14,75–77], and future searches with optimized systems
are expected to substantially exceed the sensitivities
obtained here by reaching lower thresholds and longer
live times [75]. Large arrays of sensors could allow track-
like signals from DM particles to be reconstructed [12].
Finally, if DM-induced collisions were detected with
optomechanical sensors, “smoking-gun” evidence for the
origin of such signals could be confirmed through their
natural directional sensitivity [52,53].
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