
 

Enhanced Mobility and Large Linear Nonsaturating Magnetoresistance in the
Magnetically Ordered States of TmNiC2

Kamil K. Kolincio ,1 Marta Roman ,1 and Tomasz Klimczuk 1,2

1Faculty of Applied Physics and Mathematics, Gdansk University of Technology, Narutowicza 11/12, 80-233 Gdansk, Poland
2Advanced Materials Centre, Gdansk University of Technology, ul. Narutowicza 11/12, 80-233 Gdansk, Poland

(Received 20 June 2020; revised 2 September 2020; accepted 11 September 2020; published 22 October 2020)

We have studied the magnetic, magnetotransport, and galvanomagnetic properties of TmNiC2. We find
that the antiferromagnetic and field induced metamagnetic and ferromagnetic orderings do not suppress the
charge density wave. The persistence of Fermi surface pockets, open as a result of imperfect nesting
accompanying the Peierls transition, results in an electronic carriers mobility of the order of 4 ×
103 cm2 V−1 s−1 in ferromagnetic state, without any signatures for a significant deterioration of nesting
properties. This is independently evidenced by high, nonsaturating linear magnetoresistance reaching
440% at T ¼ 2 K and an analysis of the Hall conductivity. We thus demonstrate that, the coexistence of
charge density wave and magnetism provides an alternative route to maintain high electronic mobility in
the magnetically ordered state.
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Recent years have witnessed the search for materials
which exhibit both high mobility of electronic carriers and
magnetic ordering. This interest originates from their
potential applications in spintronic devices [1,2]. Despite
continuous efforts, the number of such systems is limited
mostly to materials hosting topological Dirac or Weyl states
[3–7], or other sharp peculiarities of the electronic structure
[8]. Besides the topological states, magnetism is not an ally
of the increased mobility, as it introduces additional spin
disorder or spin dependent scattering, which predominantly
leads to the increase of the electronic effective mass [9].
Another natural precursor for enhanced mobility is the
Peierls transition leading to formation of the charge density
wave (CDW) [10,11]. This type of electronic ordering is
accompanied with the Fermi surface (FS) nesting which
additionally might open small FS pockets containing high
mobility carriers resulting in strong transport and thermo-
electric responses [12–14]. However, the Peierls instability
typically competes with magnetic order [15–18]. One of the
rather rare systems in which CDW coexists with magnetism
is the RNiC2 family with R being a rare earth metal.
The CDW in early lanthanide based RNiC2 compounds is
characterized by the q1 ¼ ð0.5; 0.5þ δ; 0Þ vector, which
for heavier R evolves to a triply commensurate q2 ¼
ð0.5; 0.5; 0.5Þ [19–22]. The former type of modulation
was previously found to be mutually related with

magnetism. On the one hand, CDW nesting was proposed
to have a constructive impact on the antiferromagnetic
(AFM) state, which in GdNiC2 and NdNiC2 is represented
by a propagation vector coincident with q1 [23–25].
This positive influence was proposed [19,20,26–28] to
be caused by Ruderman-Kittel-Kasuya-Yosida (RKKY)
[29–31] mechanism mediating interactions between local
magnetic moments through conduction electrons. On the
other hand, the magnetism has a rather destructive impact
on CDW: while AFM partially weakens the charge density
wave state [20,32–34], the ferromagnetic (FM) or meta-
magnetic (MM) transitions suppress it entirely [32–36].
The latter type of CDW modulation not only was found to
be robust against antiferromagnetic transition as in
ðDy-ErÞNiC2 [22], but also to inflict strong Fermi surface
nesting, concomitant with opening of high mobility pockets
in nonmagnetic YNiC2 [37]. This context motivated us to
study the magnetotransport properties of TmNiC2, which
shows both CDW at TP ¼ 394 K [38] and antiferromag-
netism at TN ≃ 5 K [23,39–41]. Phase diagram is enriched
by field induced metamagnetic and ferromagnetic cross-
overs occurring at μ0Hc1 ≃ 0.9 T, and μ0Hc2 ≃ 1.2 T,
respectively [39]. Coexistence of these entities combines
the physical properties associated with them, predisposing
heavy lanthanide TmNiC2 to exhibit high values of
electronic mobility in magnetically ordered state.
The polycrystalline sample of TmNiC2 was synthesized

via the arc-melting method followed by thermal annealing
to ensure an adequate homogeneity and quality. We have
previously described the details of synthesis process in
Ref. [33]. Physical properties were measured by a Quantum
Design Physical Properties Measurement System (PPMS).
The AC Measurement System (ACMS) option was used to
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measure the magnetic properties. Transport measurements
were conducted with a standard four-probe method with
thin Pt wires spark welded to the polished sample surface.
The magnetic field for magnetoresistance and Hall mea-
surements was applied perpendicularly to the sample sur-
face, and thus to the current direction. The off-diagonal
resistivity was measured with reversing of the magnetic
field and carefully antisymmetrized in order to eliminate
the spurious longitudinal contribution from possible
misalignment of electrical contacts. The magnetization
measurements performed with our sample (see the
Supplemental Material [42] for details) are in agreement
with the previous reports [23,39,41].
Figure 1(a) shows the thermal dependence of resistivity

ρxx measured both in the zero-field condition and with
applied μ0H ¼ 9 T magnetic field. The zero field curve was
reported by us previously in Ref. [38] where we evidenced
the Peierls instability at TP manifested as a metal-metal
transition, characteristic for quasi-2Dmaterial with imperfect
FS nesting. Herewe extend the transport study by analysis of
the resistivity measured under applied magnetic field, and
also in order to explore the interplay between CDW and
magnetism, we put an additional focus to the vicinity of
the AFM transition, which is accompanied by a reduction
of resistivity. The relative drop of resistivity at magnetic
ordering temperature ½ρ(6K − ρð2KÞ)=ρð6KÞ� ≃ 0.43 is
one of the lowest amongst magnetic RNiC2. In particular,
the corresponding ratios for GdNiC2 and NdNiC2 in which
CDW state was partially suppressed by AFM transition,
yield 0.5 and 0.72, respectively [20,26,32] or 0.9 in SmNiC2

where the charge density wave is completely obliterated in the
FM state [36]. This comparison delivers a first suggestion that
in TmNiC2 the Peierls instability isweakly influenced, or even
intact atTN and the relatively low resistivity drop stemsmostly
from the quenching of spin disorder and thus of the underlying
scattering term. The application of external magnetic field
significantly increases the resistance in the CDW state and the
impact of μ0H grows as temperature is lowered. To obtain a
more detailed picture, we have followed the magnetic field
dependence of magnetoresistance defined as:

MR ¼ ρxxðμ0HÞ − ρxxðμ0H ¼ 0Þ
ρxxðμ0H ¼ 0Þ × 100%: ð1Þ

The MRðμ0HÞ curves displayed in Fig. 1(b) show a monot-
onical increase with magnetic field. In the paramagnetic (PM)
state, the magnetoresistance shows a classical, parabolic
dependence on applied μ0H, which evolves to a linear
behavior in the high field limit. There are two models
commonly used to explain the origin of linear magnetoresist-
ance: classical Parish-Littlewood one, describing strongly
disorderedmaterial [44,45] orAbrikosov’s quantum approach
applicable beyond the quantumcritical limit [46–48], however
neither of them seems to be relevant here due to a lack of
signatures of a substantial disorder and a rather large carrier
concentration, respectively. In CDW metal the linear mag-
netoresistance, apart from these two models, can stem as well
from the order parameter fluctuations [49,50] or curved
trajectories covered by the carriers in the partially nested
FS [51]. One cannot however exclude the most simplistic
scenario, inwhich the linearMR is a product of amixed signal
from the saturating and not-saturating components stemming
from closed and open FS orbits, respectively [52,53]. MR
consequently increases as temperature is lowered, reaching
≃440% atT ¼ 2 Kand μ0H ¼ 9 Twithout any signatures of
saturation. Both the linear dependence on μ0H andmagnitude
ofMR in TmNiC2 is similar to its nonmagnetic analogYNiC2

[37]. The main difference is observed in the low field limit: in
TmNiC2, in the vicinity ofTN , the low fieldMR shows amore
complex character with local inflections, likely corresponding
to the field induced MM and FM transformations [39], yet
evenwithin the ferromagnetic dome, the high fieldMR retains
the character and magnitude from the PM state. This behavior
is entirely different of what previously was observed in
GdNiC2, NdNiC2, or SmNiC2, where charge density wave
is completely destructed by field induced ferromagnetic or
metamagnetic transitions [32–36]. A consequence of CDW
suppression is an avalanche decrease of resistivity when the
CDW gap disappears, which is not observed at the magnetic
crossovers in TmNiC2.

(a) (b) (c)

FIG. 1. (a) Thermal dependence of ρxx at zero field and μ0H ¼ 9 T, inset shows an expanded view of the low temperature range.
(b) Magnetic field dependence of MR. Dashed line is an exemplary fit to the low field data with Eq. (5). (c) Kohler’s plot of MR, the
insets depict the violation of the Kohler’s rule at moderate temperatures (upper), and in the vicinity of TN (lower).
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A complementary tool allowing the further discussion of
magnetoresistance is delivered by the Kohler’s scaling.
This approach predicts [54,55], that in case of field
independent scattering, uniform over the Fermi surface,
and only a single type of carriers with constant concen-
tration participating in electronic transport, all the plots:

MR ¼ fðωcτÞ ¼ f

�
μ0H

ρxxðμ0H ¼ 0Þ
�

ð2Þ

shall collapse to a single curve (τ and ωc are relaxation time
and cyclotron frequency, respectively). Typically, this
scaling is not used in magnetic systems, where scattering
becomes field dependent, leading to the violation of the
Kohler’s rule. In TmNiC2 however, the low TN and large
magnetoresistance in the paramagnetic state allows us to
neglect the impact of magnetic scattering at higher tempera-
tures, which thus opens a window for at least a qualitative
discussion.
As seen in the Fig. 1(c), the Kohler’s plots roughly

follow a single trend line indicating the dominance of a
positive term in the whole temperature range. Small, yet
significant deviations of different kinds are observed in the
high and low temperature limits, respectively. As depicted
in the upper inset of Fig. 1(c), at temperatures far above TN ,
the scaling plots do not overlap. The subsequent curves
consequently turn higher as T is decreased. An adverse
deviation direction is observed at T < 50 K, where the
curves initially pressed below the main trend line start to
overlap for higher fields. The strongest violation of the
Kohler’s rule is observed below TN [lower inset of
Fig. 2(c)], where the curves for T ¼ 2 and 5 K first show
an upturn, yet at a higher field they become parallel to the
main trend line. The different directions of these violations
allow us to identify and compare the underlying mecha-
nisms. In the high temperature limit, they can stem from
both reconstruction of the Fermi surface driven by the
CDWor the presence of more than one type of carriers from

the pockets in the unnested residue of FS. This latter
scenario seems more relevant at temperature below TP=2
where FS modification is expected to be already completed.
The violations seen in the vicinity and below TN, where the
magnetic fluctuations are to be considered, likely stem from
the magnetic field dependent scattering. Above TN the spin
disorder is slightly decreased, which accounts for the
downturn of the corresponding plots, or increased upon
the transformation from AFM to MM and FM state, in
which not all the spins are perfectly arranged up to
μ0H ¼ 9 T. Despite of these features, the strong positive
MR appearing in the CDW state remains a dominant term
also below TN. This indicates that the prevailing mecha-
nism of magnetoresistance in TmNiC2 remains unchanged
across the magnetic crossovers from paramagnetic towards
ferromagnetic state.
As the emergence of strong magnetoresistance is already

a hallmark of high mobility, a more detailed picture can be
obtained by the analysis of the off-diagonal components of
resistivity and conductivity. An additional advantage of the
exploration of the Hall effect is that it provides a direct
insight into the concentration of electronic carriers. Since
the consequence of FS nesting (induced by Peierls tran-
sition) is a reduction of the carrier concentration, the
analysis of the Hall effect allows us to explore the evolution
of charge density wave even when the diffraction experi-
ment in the search for satellite reflections cannot be
performed. In the previous report [38], by the analysis
of the temperature dependence of Hall resistivity ρyx, we
have evidenced the carrier condensation accompanying the
Peierls transition in polycrystalline TmNiC2. Here, we
extend the study of the Hall effect, and examine the off-
diagonal components of both resistivity and conductivity at
various fields and temperatures in order both to follow the
evolution of CDW and the mobility of conduction carriers
on the path between the Peierls transition to magnetically
ordered state. The thermal dependence of Hall resistivity
divided by magnetic field ρyx=ðμ0HÞ is presented in

FIG. 2. (a) Thermal dependence of ρyx=ðμ0HÞ measured at two different fields. Inset shows an expanded view of the low temperature
range. (b) ρyxðμ0HÞ for selected temperatures. Inset shows the expanded view for the low field limit of T ¼ 2 K curve. (c) ρyx as a
function of μ0H. Black dashed lines are typical fits with Eq. (4).
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Fig. 2(a). As reported previously [38], curves descent at TP,
due to the partial FS gap opening and reduction of
electronic density, which is followed by a minimum and
upturn at lower T. Here we observe that ρyx becomes
nonlinear with field, which is depicted in Fig. 2(b). This
likely originates from a partial compensation due to the
presence of more than one type of electronic carriers, which
will account for large magnetoresistance as seen in non-
magnetic YNiC2 and LuNiC2. In magnetic TmNiC2 this
behavior might also partially stem from the anomalous Hall
component [56] as observed in other RNiC2 [32–34]. In the
context of the interplay between CDWand magnetism, it is
useful to track the ρyx=ðμ0HÞ across the metamagnetic and
ferromagnetic transformations. The inset of Fig. 2(b) shows
the expanded view for the curve measured at T ¼ 2 K. The
insignificant response of ρyx=ðμ0HÞ atHc1 orHc2 stands in
contrast to GdNiC2 [32] and NdNiC2 [34], where an abrupt
upturn of Hall resistivity is seen when previously con-
densed carriers are released as CDW is suppressed by the
MM and FM transitions. The modification of carriers
concentration at these points appears to be negligible
in TmNiC2.
For an insight into the carrier mobilities and concen-

trations, we calculate the Hall conductivity σxy:

σxyðμ0HÞ ¼ ρyx
ρ2yx þ ρ2xx

: ð3Þ

The magnetic field dependence of σxy is depicted in
Fig. 2(c). In the high temperature limit, Hall conductivity is
a decreasing function of magnetic field. At lower T, the
curves develop into a nonmonotonous character with
pronounced minimum, which gradually shifts towards
lower magnetic field at lower temperatures.
In paramagnetic materials, the inverse of a magnetic field

corresponding to an extremum of the Hall conductivity σxy,
is a direct measure of the dominant electronic mobility μext
[57,58]. Typically, in high mobility magnetic systems, the
anomalous component of the Hall effect is neglected and μ
is successfully determined [8,59,60] as it is deemed that the
ordinary component prevails over the anomalous one. As it
has been observed previously [32–34], the impact of
anomalous Hall effect in magnetic RNiC2 is rather strong
and cannot be neglected. Then, to provide a more precise
estimate of mobility, we have adopted (with a small
modification) the simplified two-band model [61,62]:

σxyðμ0HÞ¼nHeμ2Hμ0H

�
1

1þμ2Hðμ0HÞ2þC

�
þSAM: ð4Þ

This approach assumes one high mobility band, with
concentration nH and mobility μH dominating in the low
temperature limit, while other band(s) with much smaller μ
contribute to the parameter C. This method was success-
fully used for paramagnetic YNiC2 and LuNiC2 [37] and to

make it applicable also for magnetic TmNiC2, we have
added the anomalous component SAM, proportional to
magnetization. Even despite the simplified character of the
used model, the number of derived parameters remains
relatively large. For that reason, to constrain the fit we
have assumed constant anomalous Hall coefficient
SA ¼ 7.6 × 103 μΩ−1 cm−1 per μB=f:u: determined from
a free fit at T ¼ 30 K. As it can be seen in Fig. 2(c), our
approach provides a well satisfactory description of the
experimental data (C parameter is at the expected order of
10−2–10−3). A larger, yet not significant discrepancy is
observed at lowest temperature, as the Eq. (4) does not
capture the field dependent renormalization of the scatter-
ing processes under applied magnetic field. This drawback
naturally results in enlarged uncertainty, yet considering the
dominance of quadratic and linear MR over the impact of
magnetic scattering, we can conclude that the used
approach provides a reasonable estimation of μ.
A complementary, albeit less definitive, method used for

estimating the mobility is provided directly from the
magnetoresistance. In the low field limit, where it follows
the quadratic dependence on field, the average mobility is
estimated from the fits with semiclassical formula:

MR ¼ μ2MRðμ0HÞ2: ð5Þ

The reliable fits are however obtained only for curves at
T ≥ 20 K, where the spin scattering does not distort the
ðμ0HÞ2 character of low field magnetoresistance.
The results of these three approaches are summarized in

Fig. 3. As illustrated in Fig. 3(a), the concentration of the
minority carriers nH increases as temperature is decreased,
which is concomitant with the decrease of the number of

FIG. 3. Thermal dependence of concentrations (a): majority
carriers neff estimated from the high limit of ρyxðμ0HÞ, right
scale, minority carriers nH from fits with Eq. (4), left scale; and
mobilities (b) of the minority band of, calculated by various
methods: μMR from Eq. (5), μext from extremum σxyðμ0HÞ and μH
from fits with Eq. (4).
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the majority carriers neff , estimated from the high field limit
of Hall resistivity as neff ¼ ðρyx=½μ0H�Þ−1 [63]. This effect
is associated to the nesting of the Fermi surface in the CDW
state. The minority carriers likely originate from the small
pockets remaining in the FS after strong, yet imperfect
nesting characteristic for quasi-2D metals. The direction of
the change of the overall Hall signal, which shifts from
negative values closer to zero suggests their hole origin, yet
one cannot completely exclude the presence of an electron
pocket. The mobility of these carriers, shown in Fig. 3(b),
increases as temperature is lowered, and attains the maxi-
mum value of approx 4–5 × 103 cm2V−1 s−1 (depending
on the estimation method) without a tendency to decrease
even in the AFM or field induced MM or FM states. The
obtained values of μext, μH and μMR are in a qualitative
agreement with each other, with the maximum 20%–25%
difference between them indicating that each of these
methods serves as a good estimate. The mobility we find,
as well as the character of the evolution in the electronic
transport properties in TmNiC2 is on par with the features
found in the paramagnetic YNiC2 where the CDW state
was not interrupted by magnetism. It should also be noted
that, even considering the most conservative estimate of
4 × 103 cm2V−1 s−1 at 2 K, this result parallels the scale of
mobility seen in magnetic materials hosting Dirac electrons
[60,64,65] or Weyl nodes [66]. Large μ has recently been
reported also in magnetic state of GdTe3 [8], yet the role
played by CDW was found not to be significant. In
TmNiC2, the electronic mobility, similarly to high field
MR shows a smooth and continuous temperature depend-
ence, scarcely affected by magnetic transitions. This leads
to the conclusion that the high mobility pockets, intimately
related to FS nesting, remain intact.
In summary, we have studied the transport and magneto-

transport properties of TmNiC2. We find that the Peierls
transition causes a large condensation of the majority
carriers (electrons), concomitant with opening of small
Fermi surface pockets containing high mobility carriers
(predominantly holes). This leads to the emergence of high
magnetoresistance, reaching 440% at T ¼ 2 K, remaining
linear with magnetic field and showing no signatures
of saturation up to μ0H ¼ 9 T. The high mobility deter-
mined separately by three different approaches attains
4 × 103 cm2V−1 s−1 in the ferromagnetic state, paralleling
the scale of μ observed in a number of magnets with
topological features in the electronic structure. In contrast
to other RNiC2 materials in which the CDW is suppressed
by ferromagnetism, in transport properties of TmNiC2 we
observe no signatures of the deterioration of nesting
properties. The field induced transitions are accompanied
neither by a strong negative MR nor by rapid upturn in Hall
resistivity due to the release of previously condensed
carriers. Contrarily, the persistence of large positive MR,
whose origin remains unchanged across the FM crossover
as evidenced by Kohler’s scaling strongly suggests the

coexistence of CDW and ferromagnetism. Therefore, the
Fermi surface reconstruction due to the charge density
wave appears to be an alternative precursor to maintain the
high carrier mobility in the magnetically ordered state,
when there is no destructive interaction between these two
entities.
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