PHYSICAL REVIEW LETTERS 125, 170502 (2020)

High-Fidelity Software-Defined Quantum Logic on a Superconducting Qudit

Xian Wu,* S. L. Tomarken, N. Anders Petersson®, L. A. Martinez, Yaniv J. Rosen®, and Jonathan L. DuBois
Lawrence Livermore National Laboratory, Livermore, California 94550, USA

® (Received 15 June 2020; accepted 14 September 2020; published 19 October 2020)

We present an efficient approach to achieving arbitrary, high-fidelity control of a multilevel quantum

system using optimal control techniques. As an demonstration, we implement a continuous, software-
defined microwave pulse to realize a 0 <> 2 SWAP gate that achieves an average gate fidelity of 99.4%. We
describe our procedure for extracting the system Hamiltonian, calibrating the quantum and classical

hardware chain, and evaluating the gate fidelity. Our work represents an alternative, fully generalizable

route towards achieving universal quantum control by leveraging optimal control techniques.
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Due to recent breakthroughs in quantum technology
[1-7], quantum information is entering the noisy inter-
mediate-scale quantum (NISQ) era [8]. In the NISQ era,
quantum processors consisting of 50-100 qubits and
lacking fault-tolerant noise correction protocols have the
potential to perform tasks surpassing today’s best classical
computers [4,9,10]. Most recent efforts to reduce computa-
tional error rates have focused on extending qubit coher-
ence times by leveraging improvements in fabrication and
qubit design, e.g., Refs. [11-13]. However, a less explored
route lies in harnessing classical computing power to
codesign efficient quantum control protocols to extend
the computational limits of state-of-the-art quantum pro-
cessors [14—16]. One promising avenue is quantum optimal
control [14,17,18], where nonlinear optimization tech-
niques are utilized to design microwave pulses that can
perform arbitrary unitary operations. This allows for a
departure from traditional discrete gate-set approaches
where quantum states are controlled using a reduced set
of “primitive” single- and two-qubit gates.

In the NISQ era, one of the most anticipated applications
of quantum computation is quantum simulation [19],
which often requires continuous control over complex,
multiqubit time-evolution. Currently, reduced gate-set
fidelities > 99% are routinely achieved for single-qubit
gates [5,20-22] and, more recently, for several two-qubit
gates [2,21,23-26]. However, fixed gate-set approaches
tend to perform poorly for quantum simulation because
complex quantum system evolution can only be achieved
by concatenating large numbers of primitive gates, result-
ing in very deep quantum circuits with significant cumu-
lative error rates [27-30]. In contrast with reduced gate-set
approaches, employing quantum optimal control methods
allows one to construct a single custom gate that realizes a
target evolution directly. Complex gates constructed with
the aid of optimal control algorithms often require net
shorter durations and yield higher process fidelities than is
possible with composite gate sequences [16,31]. Before
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one can implement an optimal control gate, the device and
control Hamiltonian must be understood in detail for
optimizing control function that realize target operation.
This requires a detailed characterization of both the
physical quantum hardware and the quantum-classical
transfer function arising from room temperature electron-
ics, cryogenic control lines, and related components. Once
the device Hamiltonian and transfer function are known, no
gate-level hardware calibration is required for the applica-
tion of arbitrary optimal control gates, making this
approach highly flexible.

In this Letter, we report our experimental effort towards
implementing quantum optimal control on a superconduct-
ing transmon qudit to realize a nontrivial unitary operator.
By extending the dimension of the Hilbert space to a d-
level qudit, we achieve a computational advantage with
fewer physical devices [1,32-35]. Previous studies on
multilevel transmon qudits indicate that the higher energy
levels are a useful quantum resource [36-39]. In this
manuscript, we present full characterization of the lowest
four energy levels of a three-dimensional (3D) transmon
device [40] and the quantum-classical transfer function that
underlies the calculation of the optimal control gate. We
perform both single-gate and repeated-gate measurements.
We demonstrate an efficient characterization of the process
matrix and estimate an average gate fidelity of 99.4%.

The system’s Hamiltonian in the presence of time-
dependent control drives is given by H(t) = Hy+

j\’:l u;(t)H; where H describes the time-independent
Hamiltonian and the H; are the available control

Hamiltonians. The u;(t) i; time varying amplitudes for
each control term. Using numerical optimization [14,41],
we can find a set of u;() that realize the target unitary
transformation U, within an acceptable error, according

to

Utarg = Te_if(’Tg HO)dt/h, (1)
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FIG. 1. Experiment setup for implementing an optimized
control pulse on a transmon qudit. The top cartoon illustrates
the optimization procedure for a qudit control pulse given a target
unitary operator. The lower schematic depicts the measurement
diagram.

where 7 represents time ordering of the exponential, T, is
the gate time, and 7 is Planck’s reduced constant.

For the purposes of demonstrating the optimal control
technique, we have chosen a 0 <> 2 SWAP gate as the U,
which has applications in typical computations and experi-
ments and is more complex to construct than a standard
single-qubit operation. For qutrits or qudits, this SWAP
gate can be used to prepare initial states or perform fast
reset on states after measurement. The first three levels

|0).]1),]2) of our transmon qudit make up the computa-
tional space while the fourth level |3) monitors the leakage
out of the computational space. The transmon is coupled to
a 3D aluminum superconducting cavity which is used to
dispersively read out the qudit state [42]. The experimental
setup is shown in Fig. 1. Parameters of the transmon and
cavity are listed in Table 1.

The transmon’s Hamiltonian is given by H, =
hY> 3 o wilk) (k| where ho, and |k) are the eigenenergy
and eigenstate of the transmon’s kth level. We set 7 = 1 for
further equations in this manuscript. Because the optimized
control pulse must drive qudit transitions at roughly 4 GHz,
the dominant frequency components of the control pulse
will be about 3 GHz or more detuned from the readout
cavity. As a result, in both the drive Hamiltonian and
interaction Hamiltonian (below), we can safely neglect
terms associated with the readout cavity.

Next, we derive the control Hamiltonian H ; for the qudit
being driven by a microwave pulse. The time-dependent
Hamiltonian that describes the interaction between the
electric field inside the cavity and a multilevel quantum
system is [43]

N
Hiy = Z MjHj = (C + c*)(ge—iwtﬂ =+ é:*eiwdt)’
J
= (c + c")[2Re(¢) cos(w,t) + 2Im(&) sin(wyt)], (2)

where ¢ (c') is the lowering (raising) operator in the
transmon eigenbasis, £ is the drive strength, and w, is
the drive frequency. In order to extract the raising and
lowering operators, we model the transmon as a Cooper
pair box in the charge basis and explicitly calculate the
raising and lowering operators for a truncated charge
basis [44].

To slow down the timescales in the numerical optimi-
zation, we transform into the rotating frame of the drive

TABLE I. Device parameters.

Parameter Value

|0) — |1) transition frequency o /2x 4.099 48 GHz
Relaxation time 7 for the |0) — |1) transition 55 pus
Ramsey” decay time T for the |02 — |1) transition 35 us

|1) — |2) transition frequency a)((,l' ) jon 3.874 09 GHz
Relaxation time T for the |1) — |2) transition 26 us
Echo® time T% for the |1) — |2) transition 13 ps

|2) —|3) transition frequency wq ™' /2% 3.61938 GHz
Relaxation time 7 for the |2) — |3) transition 18 us
Echo time” TF for the |2) — |3) transition 7.5 us
Readout resonator frequency w,/2x 7.0768 GHz
Effective dispersive coupling strength, v, /27 1.017 MHz

“Ramsey measurements for the 1-2 and 2-3 transitions show aliasing similar to Ref. [37], making it difficult to
accurately extract T5. Instead, T% is reported. Decay times estimated from Ramsey data before aliasing behavior
occurs are used in the Lindbladian terms in simulations. (1-2: 3.838 us, 2-3: 0.224 us)
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using the unitary operator R(7) = exp{[iwgt(D>_; k|k){k|)]}
yielding

H,o=R(t)(Hy+ Hin)R(D)T —iR(1)R(1)",
= Ak} (k| +Re(é) (@ + &%) —ilm(&) (¢ - &%), (3)

where A, = w;, — ke, and & (¢7) is the lowering (raising)
operator in the rotating frame. Without loss of generality,
the ground state energy is defined to be zero, wy = 0. We
choose w; = w;, and make use of the rotating wave
approximation wherein terms oscillating at +2w, are
neglected. In the rotating frame we have two H; and
two u; to be optimized:

H =¢+7¢,
= Re(¢).

As shown in Eq. (4), the time-dependence on the control
functions u;, u, has been relieved. Because we have chosen
to optimize the control pulse in the rotating frame, the target
operator becomes R(7,) Uy, R (0).

Now, we turn to the numerical optimization. There are
multiple software packages available for finding optimal
control pulses [46,47]. Most implementations rely on
gradient-descent methods [14,48] where the continuous
gate can be subjected to experimentally relevant constraints
such as maximal drive amplitude and gradient as well as
boundary conditions of the control pulse. Here, we use the
recently developed package described in Ref. [49] because
it gives precise control over the dominant frequencies in the
spectra of the control functions. The optimizer minimizes
the objective function G defined as below:

1 (7
G—(1=F})+ - [ TGO W U (o),
g9
0
1 0
:ElTr[U;rargUopt(Tg)”’ W= 0 ’ (5)
1

where Uy, is the target unitary operator in the rotating
frame. U,y () is the propagator based on the time-
dependent control solution and is used to calculate the
gate fidelity F, for the generated control solution. The
second term in Eq. (5) calculates the |3) population
throughout the gate which is used to minimize the leakage
outside the computational space.

T, is chosen to be 150 ns to comply with the maximum
drive amplitude we can apply in our measurement setup.
Figure 1 contains the measurement circuit details. A
Keysight 8195A arbitrary waveform generator (AWG)

directly synthesizes the control drive with an output limit
of 1 V. Taking into account the total attenuation of the input
line, the drive strength is limited to about 6 MHz in the
rotating frame (or 12 MHz in the laboratory frame). 7, may
be further reduced by decreasing the line attenuation,
increasing the AWG output limit, or reducing the coupling
quality factor for signals entering the qudit cavity. See the
Supplemental Material [44] for details. We set the time
resolution of the control pulse to 1/32 ns to match the
32 GSas~! sampling rate of the AWG. Figure S2(b) in the
Supplemental Material [44] shows the optimized control
functions in both the rotating and laboratory frames with
calculated F;, = 99.997%.

In order to investigate the 0 <> 2 SWAP gate, we
perform both single- and repeated-gate measurements.
First, we characterize the behavior of a single gate by
measuring the state occupation probabilities for the lowest
four qudit states throughout the duration of the gate. We
initialize the qudit state separately to |0),|1),|2),|3) and
measure the occupation probability for each state at 1 ns
intervals as shown in Figs. 2(a)-2(d). We perform single-
shot readout at the end of each measurement and infer the
final state of the qudit through classification (see [44] for
details). In order to evaluate the performance of a single
gate, we simulate the qudit dynamics using the master
equation formalism with the QuTiP python library [46].
Because the total gate time is much shorter than the
coherence times of all of the states involved,
Lindbladian terms [50] associated with relaxation and
dephasing are not included in the simulations shown as
solid lines in Fig. 2. We observe good agreement between
our measurements and simulations.

The qudit probability evolution tracks the dominant
frequency modes of the control signal throughout the
duration of the pulse and can be used to study the dynamics
of the control pulse which often contains a broad mixture of
frequency components and is difficult to intuit in the time-
domain directly. Whenever occupation between adjacent
states |i) and l 1) is exchanged the frequency compo-
nent at fy " = a)(’ 1 /27 of the drive has significant
amplitude. For example population exchange between
states |0) and |1) at the beginning of the control pulse in
Figs. 2§a) and 2§b) indicates a strong spectral contribution
from f, / 27 until about 40 ns where a small
plateau of |0> develops Later, the fq7 D drive is resumed
with stronger intensity until about 120 ns, after which the
|0) population becomes essentially flat. A similar analysis
applies to the f ((] ?) Fourier component and the |1) and |2)
state occupation in Figs. 2(b) and 2(c). Importantly,
Fig. 2(d) verlﬁes that there is no drive component near
frequency f P >3 Our qudit analysis of the control pulse is
consistent with time-frequency analysis of the control
pulse. Morlet wavelet analysis with 150 cycles [51] of
the control signal is presented in Figs. 2(e) and 2(f) and
verifies that the dominant frequency components are
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FIG. 2. Measuring the qudit state probabilities during a single
gate application and time-frequency analysis of the control pulse
(a)—(d) Initial states are prepared in |0), |1),|2),|3) for each gate
application. |1) is prepared with a square pulse at w,” ’. |2) and
|3) are 2prepared with a sequence of square pulse at a)qo'l), a)gl'z),
and ") Solid lines are master equation simulations for ideal
gate implementations. (e) Wavelet transformation of the labo-

ratory frame control pulse. (f) Linecuts of (e) at f, 510,1) and f 5]1’2).

centered around f 5,0’1) and f E}*” and that their amplitudes
vary in time in agreement with the qudit population
trajectories in Figs. 2(a)-2(d). In Fig. 2(e), the population
of the qudit is moved in two major steps throughout the
pulse. The drive is attempting to use the |1) state as an
intermediary between the |0) and |2) state populations,
while restoring the |1) state at the end of the drive. Previous
work has demonstrated an adiabatic process (STIRAP) that
achieves coherent transfer of population from the |0) state
to the |2) state without populating the |1) state [52,53].
With optimal control, a similar control solution can be
found, which typically requires longer gate time.

Finally, we analyze the gate performance by measuring
the qudit state occupation upon repeated application of the
optimal control gate up to 21 times. Measurements are
performed for all four initial states with results presented in
Figs. 3(a)-3(d). For initial states |0) and |2), coherent state
population exchange between |0) and |2) is observed.
There is significant leakage into |1), while leakage into
|3) is minimal. For the initial states |1) and |3), no obvious
coherent behavior is observed, as expected for a 0 < 2
SWAP gate. As the number of gate applications increases,
the amplitude of the |0) and |2) population transfer
decreases, an effect that we attribute to both relaxation
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FIG. 3. Measurement of state evolution during repeated gate

application and process matrix analysis. (a)-(d) Measured state
probabilities for multiple gate applications when preparing the
initial state in |0), |1}, |2),|3). Symbols connected with dashed
lines are measurement results. Solid lines are simulations of the
expected measurement outcome with the estimated process
matrix. (e),(f) Hinton diagrams of the ideal process matrix and
estimated process matrix for the implemented 0 <> 2 SWAP gate.
The magnitude and phase for each matrix element are represented
by its area and color, respectively.

and decoherence intrinsic to the physical device and
coherent control errors (imperfect implementation of the
control pulse). Additionally, there are errors associated with
state preparation and state readout, however, we believe
these latter contributions are much less significant due
to the successful single-gate measurements presented in
Fig. 2.

To examine the device’s intrinsic error rate, we simulate
the qudit response under repeated applications of the
control pulse with the measured decay and decoherence
rates. The simulation result is plotted in Figs. S3(a)-S3(d)
of the Supplemental Material [44] and qualitatively agrees
with our measurement results. The simulation for the |3)
state is in good agreement, suggesting our estimation of the
device’s decay error rate (7;) is accurate. Comparing to the
simulation results, we observe more attenuation of |0) and
|2) state population transfer and zigzag behavior of the |1)
state population, suggesting the coherent control error is
significant. To quantify this coherent error, we perform
process tomography analysis on both repeated gate
measurement results and simulation results.
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We extract the process matrix y to describe the drive’s
effect on an arbitrary input state p. Following Ref. [54], we
can choose one complete gate set to describe any process
for a d-dimensional system:

-1

Ep) =Y ZmiBupBi. (6)

m,n=0
B, ={1.Z0p1,Z15. X01, X12. Y01 Y 12. X01 X 12, X 12 X1} (7)

Here, { B, } forms a complete gate set to represent any d x d
matrix. y is a positive superoperator, which completely
characterizes the process £ using the basis operators {B,, }.
The established procedure [55] to estimate the process
matrix y is to prepare many different initial states, apply the
mapping once, and fit for the most likely y based on the
measurement outcomes. Here, we perform the estimation of
x using a different method. We prepare three initial states
|0, [1),]2) and apply the mapping sequentially to obtain a
series of state occupation probabilities. The best-fit y
matrix is estimated by minimizing the difference between
the generated state probabilities for a given implementation
of y and the measurement results. We are motivated to use
this method because quantum simulation often requires
repeated application of the same gate [16,28], from which
the process fidelity can be estimated without additional
experiments. The caveat of this approach is that there is no
guarantee that the set of generated states is sufficient to
constrain the fitting.

We examine the measured state populations in
Figs. 3(a)-3(c). We observe that states spanning a variety
of basis elements are generated. This indicates we have
likely generated a sufficient number of states to constrain
the fit results. We believe that all states remain highly
coherent because the measurement outcome is produced
mainly by the control error (as opposed to state decay or
dephasing). The ideal and estimated y matrices are plotted
in Figs. 3(e) and 3(f) for comparison. Following Ref. [54],
we calculate entanglement and gate fidelity according to
equations below:

Fo(p.U.E) = JewnTr(U'B,p)Tr(pBiU).  (8)

mn

Fy(ly). U.&) = (w|UE(ly) () Uly). ©)

where y, is the estimated process matrix, p represents the
density matrix form of the input state, and |y) represents a
pure state. The averaged entanglement fidelity is 99.2% and
the averaged gate fidelity is 99.4%. We repeat the same
analysis of the simulation results containing only the device
intrinsic error and extract an average gate fidelity of 99.6%.
Therefore, we estimate the coherent control error to be
about 0.2%.

We have demonstrated a 0 <> 2 SWAP gate with a
software-defined optimal control pulse on the lowest four
levels of a 3D transmon qudit. The fidelity of our optimal
control gate is comparable to two-qubit gates utilizing a
small set of discrete gates [20]. However, our imple-
mented control waveform is broadband and representative
of the typical spectral width needed to realize an arbitrary
unitary gate. For more complex unitary evolution (e.g.,
Refs. [28,31]), the discrete gate-set fidelities suffer from
the compounding error associated with the concatenation
of 20-30 standard gates. The main advantage of our
approach is that once the control system is calibrated, we
achieve gate fidelities comparable to our 0 <> 2 SWAP
gate even for complex multi-level control [31] without
additional gate-level calibration. This proof of principle
demonstration can be generalized to multiqubit systems as
well to achieve arbitrary unitary transformations, offering
an alternate route to achieving high-fidelity multiqubit
quantum control. Additionally, these optimal control
techniques can be used in concert with discrete gate-set
approaches to optimize the pulse shape of the constituent
gates [56]. Our results provide a guidepost for further
development of optimal control techniques for many
quantum information applications, particularly in the
NISQ era.
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