
 

Analog of a Quantum Heat Engine Using a Single-Spin Qubit
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A quantum two-level system with periodically modulated energy splitting could provide a minimal
universal quantum heat machine. We present the experimental realization and the theoretical description of
such a two-level system as an impurity electron spin in a silicon tunnel field-effect transistor. In the
incoherent regime, the system can behave analogously to either an Otto heat engine or a refrigerator. The
coherent regime could be described as a superposition of those two regimes, producing specific interference
fringes in the observed source-drain current.
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Introduction.—Thermodynamics was originally devel-
oped for classical many-particle systems, but recently it is
being applied to the description of individual quantum
systems. This emergent field is known as quantum thermo-
dynamics [1]. In several review articles, different types of
quantum heat engines were considered, e.g., Refs. [2–6].
What essentially distinguishes a working medium of a

quantum heat engine from a classical one is the ability to be
in a coherent superposition of its states [7,8]. In this way,
the study of superpositional interference phenomena in
prototypical quantum heat engines is important since this
can provide a quantum advantage in their performance; that
is, the ability of a quantum heat engine to produce more
power than an equivalent classical heat engine [8,9].
The simplest realization of a quantum heat machine

would be a two-level system. Such a system, with a
periodically modulated energy splitting, could work as
either a heat engine or a refrigerator, thus providing a
minimal universal quantum heat machine [10–12].
Different proposed realizations are based on either natural
or artificial atoms [13], including superconducting and
semiconducting circuits, e.g., Refs. [14–22]. Recently,
experimental realizations of single-atom heat engines were
demonstrated with trapped ions [23–25] and nitrogen-
vacancy centers in diamond [8]. In this Letter, we present
an experimental realization and a theoretical description of
heat-engine-like cycles for highly controllable spin-1=2
states.
A heat machine can have two possible regimes, corre-

sponding to the engine-type and refrigerator-type cycles, as

shown on the left in Fig. 1. The right panels of Fig. 1 show
the realizations of these two regimes using a two-level
system with modulated energy levels. Consider first the
situation when the period of the drive 2π=Ω is much larger

(a) (b)

(c) (d)

FIG. 1. Interpretation of the modulated dynamics in terms of a
heat engine or a refrigerator. The heat-engine-like cycle shown in
(a) can be realized by modulating the energy levels as shown in
(b). The energy-level gap ΔE varies between larger “A” and
smaller “C” values. The arrows show the incoherent dynamics
with resonant excitation during the large-energy-gap stage “A.”
Panels (c) and (d) present the incoherent dynamics with resonant
excitation during the small-energy-gap stage, which is reminis-
cent of the refrigerator cycle.
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than the decoherence time T2, which we denote as the
incoherent regime. Figure 1(b) corresponds to the situation
in which the resonant driving increases the upper-level
occupation during the large-energy-gap stage [“A” in
Fig. 1(b)], followed by a relaxation to the ground state
[“C” in Fig. 1(b)]. This is analogous to the heat-engine
cycle in Fig. 1(a). For another choice of parameters,
Fig. 1(d) illustrates the situation in which the resonant
driving increases the upper-level occupation during the
small-energy-gap stage “C” with the relaxation during
stage “A.” This is analogous to the refrigerator cycle in
Fig. 1(c).
Note the similarity between our heat-engine-like cycles

and the so-called Sisyphus lasing and cooling cycles, which
also describe the periodic evolution of a modulated dis-
sipative two-level system studied in Refs. [26–30]. These
processes take place when the period of the energy-level
modulation is comparable to the relaxation time. Then the
cycle has four stages: the resonant excitation into the upper
state, the adiabatic evolution within this state, the relaxation
to the ground state, and the adiabatic evolution again.
When decreasing the ratio of the driving period 2π=Ω to

the decoherence time T2, we expect that the coherence will
result in interference between the wave-function compo-
nents [31–34]. This regime, when T2 ≳ 2π=Ω, can be
denoted as a coherent regime. In this Letter, we study
both the incoherent quantum “heat” cycles, like in Fig. 1,
and coherent dynamics that result in interference fringes.
We study a two-level system with modulated energy levels
being driven by a periodic frequency-modulated signal,
which makes the device highly controllable by several
parameters (including the frequency and the amplitude of
modulations). We present an experimental realization and a
theoretical description of such a system, realized as an
electron spin of an impurity placed in a silicon tunnel field-
effect transistor (TFET). Such a system allows versatile
control via the microwave driving and the modulation of
the Landé g factor. Note that almost all works on quantum
heat engines have been theoretical. Our device has the
potential to realize these experimentally.
Device.—Our spin-qubit device is based on a short-

channel TFET. Deep impurities are intensively ion
implanted to the channel of the TFET. At room tempera-
ture, they act as quantum dots [35]. For a device with a
channel length of ∼80 nm, under a source voltage VS and a
gate voltage VG, the source-to-drain conduction is
dominated by tunneling through two impurities, i.e., one
deep impurity and a shallow impurity located near the
deep impurity. For more details, see the Supplemental
Material [36].
This double-dot-like transport exhibits spin-blockade

phenomena [37–40] and enables the time-ensemble mea-
sure of an electron spin of one of the impurities. We focused
on the small source-drain current under the spin blockade
condition. Under appropriate dc and ac magnetic fields, the

source-drain current increases due to the lifting of the spin
blockade by the electron spin resonance (ESR) of one of the
impurities [41]. Thus, sweeping the frequency of the ac
component of the magnetic field, for a fixed dc magnetic
field the source-drain current shows a peak at the ESR
frequency, and the peak’s height is proportional to the
excitation probability of the spin qubit.
We measure the spin-blockade source-drain current of

the device at 1.6 K with dc magnetic field B ≈ 0.28 T and
ac magnetic field with microwave (MW) frequency
∼9 GHz. An observed linewidth of ∼4 MHz, as well as
a Rabi oscillation measurement [35], show a coherence
time of 0.25 μs. This timescale includes the effect of finite
lifetime of the spin on the impurity. This finite lifetime is
due to the finite mean-stay time of the electron on the
impurity in the tunneling transport through the impurities.
Thus, the spin on the impurity is replaced at this timescale.
Theoretically, this situation is described by introducing the
phenomenological relaxation and decoherence times T1;2.
For a two-level system, T1 describes the relaxation from the
excited state, while T2 describes the lifetime of the
coherence in the system.
Qubit energy modulation.—We found that the g factor of

one of the impurities can be tuned by the gate voltage VG.
This is due to the Stark effect [42]. In our device, ∼1% of
the g factor can be tuned by changing VG within �20 mV.
Note that the spin-blockade condition is still kept in our
device if we change VG by such amount. The fast
modulation of VG, and thus the energy of the spin qubit,
is carried out by adding the radio frequency modulation to
the gate electrode. Square waves with frequencies from
0.05 to 10 MHz are used. See Refs. [35,42] for further
details on the device, spin-qubit measure, and VG modu-
lation, and see Refs. [9,43,44] for the study of other
modulation pulses, the ones realizing the counterdiabatic
driving in particular.
MW frequency modulation.—We use the frequency

modulation (FM) function of our MW generator, where
the FM is proportional to the voltage signal fed to the
external input. The two-channel arbitrary waveform gen-
erator was used for the VG modulation, and the voltage was
used for microwave frequency modulation. It is important
to note that the bandwidth of the arbitrary waveform
generator is ∼100 MHz, so this modulation never excites
higher-lying spin states, including the 1=2 spin of another
impurity whose ESR frequency is 1 GHz higher than the
focused spin. Thus, changes of both the qubit energy and
MW frequency can be regarded as adiabatic. For the
synchronized modulation of both the qubit energy and
the MW frequency, we used two square-wave signals with
tunable amplitudes and phase differences, feeding one
signal to the gate electrode and another one to the input
for the FM signal on the MW generator.
Theoretical description.—We describe this spin-qubit

device as a driven two-level system, which is amplitude and
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frequency modulated, with the pseudospin Hamiltonian
HðtÞ ¼ BzðtÞσz=2þ BxðtÞσx=2. In other words, we con-
sider a single 1=2-spin subject to a fast microwave driving
and a slow rf modulation of both amplitude and frequency.
Note that in our previous work [42] we only considered
amplitude modulation.
The longitudinal part of the Hamiltonian HðtÞ is defined

by the Zeeman splitting BzðtÞ ¼ gðtÞμBB. The time-
dependent gate voltage changes the g factor by a small
value [45], and we have Bz=ℏ ¼ ωq þ δωqsðtÞ, with
δωq ≪ ωq, where ωq ¼ 2πfq represents the ESR
frequency, and δωq describes the amplitude modulation.
In this Letter, we consider a square-wave modula-
tion sðtÞ ¼ sgn½cosΩt�. The transverse part of the
Hamiltonian is defined by the frequency-modulated MW
voltage applied to the substrate Bx=ℏ ¼ 2G cos ½ωFMðtÞt�
with a frequency ωFMðtÞ ¼ ωMW þ δωMWsϕðtÞ, which
is modulated by the phase-shifted signal
sϕðtÞ ¼ sgn½cos ðΩtþ ϕÞ�. Here G stands for the ampli-
tude, which is defined by the microwave power at the
microwave-generator output, and ωMW ¼ 2πfMW is the
microwave circular frequency. The modulation is assumed
to be slow, i.e., Ω ≪ ωMW, and with a small amplitude,
δωMW ≪ ωMW, where δωMW describes the frequency
modulation. (About amplitude and frequency modulation,
see also Refs. [46–51].) With the Hamiltonian HðtÞ, we
solve the Bloch equations, as described in detail in the
Supplemental Material [36] (see also Refs. [52,53]).
Analytical stationary solutions of the Bloch equations
allow us to obtain the upper-level occupation probability
Pþ, as shown in the lower part of Fig. 3, while the
numerical solution gives the time-dependent occupation
PþðtÞ [36].
The modulated qubit energy levels E↑;↓ ¼ � 1

2
ΔE ¼

�ðℏ=2Þ½ωq þ δωqsðtÞ� are plotted as a function of
the dimensionless time τ ¼ Ωt=2π in the upper panel in
Fig. 2(a). The lower panel of Fig. 2(a) presents the time
dependence of the modulated microwave frequency
ωFMðtÞ. This frequency is phase shifted with respect to
the energy-level modulation.
The qubit experiences a resonant excitation

when ΔEðtÞ ¼ ℏωFMðtÞ. This relation, written as
ωq þ δωqsðtÞ ¼ ωMW þ δωMWsϕðtÞ, allows four possibil-
ities for the resonant excitation: Δω≡ ωq − ωMW ¼
ΔωðA;B;C;DÞ, where ΔωðA;BÞ ¼ −δωq � δωMW and
ΔωðC;DÞ ¼ δωq ∓ δωMW. This means that, if one of the
conditions is met,Δω ¼ ΔωðiÞ, then during the ith stage the
resonant condition is fulfilled.
Note that the above conditions are valid for relatively

small modulation frequencies when the respective period
is much larger than the decoherence time 2π=Ω ≫ T2. In
this case, the incoherent dynamics during one of the stages
does not influence the dynamics of the later stages.
And indeed, in the source-drain current the four resonance

conditions were observed as the inclined lines along
Δω ¼ ΔωðA…DÞ [Fig. 2(b)].
Specifically, we show schematically the resonant exci-

tation in Fig. 2(a) and Fig. 1(b) for the situation when the
resonant condition is for stage “A,” where Δω ¼ ΔωðAÞ. In
Fig. 1(b), we start from the system in the ground state. Then
the qubit becomes partially excited, and later on we have
full relaxation back to the ground state. This is shown for
the incoherent regime. In the coherent regime, the relax-
ation time of the population is longer than the driving
period (so that T2 ≳ 2π=Ω), and the interference between

(a)

(b)

FIG. 2. Amplitude- and frequency-modulated two-level system.
In the upper panel of (a), the qubit energy ΔEðtÞ ¼ E↑ − E↓ ¼
h½fq þ δfqsðtÞ� is shown to be modulated in amplitude; in the
lower panel, the modulated driving (microwave) frequency
fFMðtÞ ¼ fMW þ δfMWsϕðtÞ is presented. The phase shift ϕ
corresponds to four stages of evolution, denoted from “A” to
“D.” We show the situation when the qubit is resonantly excited
during stage “A”, as in Fig. 1(b). Then the coupling between the
drive and the qubit is “ON” during this stage and “OFF” during
the other stages. The four possible resonant excitations are shown
by the inclined lines in (b), where the colors correspond to the
four stages in (a). Panel (b) presents the derivative of the source-
drain current as a function of the frequency detuning and the
amplitude of the energy-level modulation at δfMW ¼ 15 MHz.
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different stages takes place, which we will consider later in
more detail.
Analogy to a heat engine.—First, it is possible to

introduce an (effective) temperature T as the value defining
the energy-level populations Pþ and P− ¼ 1 − Pþ with the
relation ðP−=PþÞ ¼ exp ½ðΔE=kBTÞ� [54,55]. Then the
driven and relaxed stages, with Pþ close to 1=2 and 0,
respectively, determine the cold and hot reservoir tempera-
tures [25]. The emulation of a quantum heat engine is then
completed by associating the energy-level distanceΔEwith
the volume of a working gas in the corresponding macro-
scopic engine [25,54]. With these, we are prepared to
describe the driven evolution of our single-spin quantum
machine.
We now consider, for simplicity, ϕ ¼ 0, while a nonzero

phase shift ϕ gives an additional degree of control. Then
stages “D” and “B” in Fig. 2(a) collapse, and we have the
alternation of stages “A” and “C” only, as in Fig. 1. We start
in Fig. 1(a),(b) with Δω ¼ ΔωðAÞ. Then the changes in the
energy-level populations are shown by the four arrows,
with the resonant excitation to the upper level shown by the
dark yellow arrow and relaxation to the ground state shown
by the violet arrow. Such evolution is equivalently drawn in
Fig. 1(a), which behaves like a four-stroke quantum Otto
engine [4]. During stage “I”, the energy difference ΔE

increases, corresponding to an expansion. The resonant
drive during stage “II” increases the upper-level population
Pþ as if in contact with a hot thermal reservoir. Then we
have the compression during stage “III.” Finally, the
relaxation during stage “IV” plays the role of contacting
with a cold thermal reservoir with decreasing Pþ.
An analogous evolution with the resonant excitation in

stage “C” is presented in Fig. 1(c), (d). Such a cycle, shown
in Fig. 1(c), is reminiscent of a four-stroke refrigerator.
We emphasize that the situation shown in Fig. 1 is for the

fast relaxation case 2π=Ω ≫ T1;2. If the modulating fre-
quency Ω is increased, then these two values become
comparable, 2π=Ω ∼ T1;2. Then the interference between
the different stages can be considered as a superposition of
the “heat-engine” and “refrigerator” cycles. In the mea-
sured source-drain current, such superposition results in
interference fringes, which we present later.
Note that the analogy with a “heat engine” is a partial

one. Differences include the lack of high- and low-
temperature reservoirs. In our system, the source and the
drain are tools to probe the qubit, not heat reservoirs.
Namely, the electrodes are reservoirs of electrons and are
not directly related to thermal reservoirs. A hot (thermo-
dynamic) reservoir has more energy than a cold (thermo-
dynamic) reservoir. An electronic analog of this would be
this: a higher-voltage (electron) reservoir has more energy
than a lower-voltage (electron) reservoir.
Slow-modulation regime.—The measured source-drain

current ISD is shown in Fig. 2(b) as a function of the driving
microwave frequency fMW and the amplitude of the
energy-level modulation δfq for a low-frequency
(Ω=2π ¼ 0.05 MHz) square modulation, and the phase
difference of two modulations ϕ ¼ 90°. The four lines of
the ESR peaks are seen in Fig. 2(b) at such value of ϕ. Next,
we vary the phase difference ϕ between the two square-
wave modulations, shown in Fig. 3(a). While fixing the two
amplitudes of the square modulations to δfMW ¼ δfq, the
phase difference ϕ is changed from 0 to 360°. The heights
of the three ESR peaks are changed as in Fig. 3(a). At
ϕ ¼ 0, the height of the center peak is maximum and two
side peaks disappear. The condition with ϕ ¼ 0 and fMW −
fq ¼ 0 can be called in phase, where the phase of the two
modulations matches and the qubit is always in resonance
with the microwaves. In contrast, at ϕ ¼ 180°, the center
peak disappears and the heights of two side peaks have
their maximum. At this out-of-phase condition, ϕ ¼ 180°
and fMW − fq ¼ 0, the qubit is always driven out of
resonance. The height of the center ridge evolves linearly
from its maximum (at the in-phase condition) to zero (at the
out-of-phase condition) [Fig. 3(a)]. The height simply
reflects the duration of the “ON” stage when the microwave
is in resonance with the qubit [see Fig. 2(a)].
Fast modulation interference pattern.—Nowwe increase

the modulation frequency up to around T2
−1. Figure 3(b)

shows an intensity plot similar to Fig. 3(a), but now the

(a)

(e)(d) (f)

(b) (c)

FIG. 3. Incoherent and coherent regimes at δfMW ¼ δfq.
Source-drain current ISD as a function of the frequency detuning
ðfMW − fqÞ and the phase difference ϕ, in the incoherent (a) and
coherent (b) regimes, for the modulation frequencies Ω=2π ¼
0.05 and 2 MHz, respectively. (c) is the cross section of (b) along
the line fMW ¼ fq. (d)–(f) show the theoretically computed
respective upper-level occupation probability. Note the small
“notches” in (b),(c) and (e),(f).
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modulation frequency Ω is set to 2 MHz · 2π. In Fig. 3(b),
there are three vertical ridges, and their positions and
heights are similar to the case of the slow modulation.
However, there are many fringes in the interference pattern.
A ripple-like pattern is seen between the center and side
ridges. The edges of the ridges show fan-shaped broad-
enings, and, importantly, fine periodic interference patterns
appear only around the central ridge. Similar to the slow
modulation, the central ridge height is maximal at the in-
phase condition and zero at the out-of-phase condition.
However, due to this interference pattern, the ϕ dependence
of the central ridge height shows a “beating” pattern with
periodically appearing notches [a cross section is shown in
Fig. 3(c)].
We repeat similar measurements with various modula-

tion frequencies, modulation amplitudes, and MW power
[36]. For each setting, we repeat similar calibrations as in
Fig. 3 and make sure that the condition δfMW ¼ δfq is met.
We focus on the period of the notches observed on the
central ridge, as indicated in Fig. 3(c), as a characteristic
parameter of the interference. The results of calculations are
presented in Fig. 3(d)–(f). The period of the notches is
proportional to the modulation frequency Ω, i.e.,
Δϕ=2π ¼ Ω=δωMW, inversely proportional to the modula-
tion amplitude δωq, i.e., Δϕ=2π ¼ Ω=δωq, and indepen-
dent of the microwave power G [36].
Conclusion.—We presented a detailed study of an

energy- and frequency-modulated two-level system. The
experimental realization of this was a spin-qubit device
based on a deep impurity in a short-channel silicon TFET.
This was shown to work analogously to a heat engine or a
refrigerator in the incoherent regime at slow energy-gap
modulation, displaying interference fringes in the coherent
regime when the modulation period becomes larger than
the decoherence time. Note that the coexistence of a
classical heat pump and a refrigerator would functionally
cancel each other, whereas the quantum superposition of an
engine and a cooler exhibits novel interferometric effects.
Because of such interference, the quantum thermodynamic
system can quickly switch its function between engine
or refrigerator regimes and respond quickly to external
signals, which is not possible with classical systems. Our
impurity-based spin-qubit system has a set of para-
meters that reliably control its state. This makes it useful
for possible applications such as a future universal quantum
heat engine.
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