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In a large scale trapped atomic ion quantum computer, high-fidelity two-qubit gates need to be extended
over all qubits with individual control. We realize and characterize high-fidelity two-qubit gates in a system
with up to four ions using radial modes. The ions are individually addressed by two tightly focused beams
steered using microelectromechanical system mirrors. We deduce a gate fidelity of 99.49(7)% in a two-ion
chain and 99.30(6)% in a four-ion chain by applying a sequence of up to 21 two-qubit gates and measuring
the final state fidelity. We characterize the residual errors and discuss methods to further improve the gate
fidelity towards values that are compatible with fault-tolerant quantum computation.
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Trapped atomic ions are one of the leading qubit
platforms for realizing a quantum computer due to long
coherence times [1] and high-fidelity initialization, detec-
tion, and qubit gate operation [2–6]. The Mølmer-Sørensen
(MS) gate [7,8] is a widely used two-qubit gate with
demonstrated fidelities above 99.9% in two-ion systems
utilizing axial modes [3,4]. For practical applications such
as digital quantum simulation [9] and fault-tolerant quan-
tum computation [10–12], the high-fidelity two-qubit gate
needs to be extended to all qubits in the system with the
ability to address individual qubits.
Individual addressing of atomic qubits in an array to

realize qubit control has been accomplished by multichan-
nel acousto-optic modulators [13,14], steering beams using
acousto- or electro-optic modulators [15,16], and micro-
electromechanical system (MEMS) tilting mirrors [17,18].
For high-fidelity quantum logic gate operations in a larger
array of qubits, one must consider loss of optical phase
coherence between individual addressing beams and the
crosstalk from an addressing beam to neighboring qubits
that can impact the gate fidelity. Negligible crosstalk has
been demonstrated using a MEMS-based individual
addressing system [18], and gate schemes that are not
sensitive to optical phase drift between the addressing
beams have been developed [19–21] to overcome the
fluctuation in optical beam paths among different beams.
Modulated pulse techniques are used to disentangle the

internal qubit states from all collective motional modes
and increase the robustness against frequency drifts.
Amplitude-modulated (AM) gates [13,14,22,23], phase-
modulated (PM) gates [24–26], multitone MS gates
[27,28], and frequency-modulated (FM) gates [29–31]

have been developed and demonstrated. The fidelity of
the AM, PM, and FM gates demonstrated in a chain of five
(or more) ions is around 97%–98.5%, when radial motional
modes are used for the gate [13,14,26,29,31]. Here, we
develop the discrete FM gate, which is compatible with
simple direct digital synthesizers (DDS).
With an optimized automatic calibration pipeline for the

trapped ion system, we demonstrate high-fidelity two-qubit
gates in a system with up to four ions using MEMS-based
individual qubit addressing system. The two-qubit gate
fidelity is 99.49(7)% in a two-ion chain and 99.30(6)% in a
four-ion chain. The residual errors are analyzed and point to
future directions for designing a high-fidelity two-qubit
gate in longer ion chains.
The qubit is encoded in the hyperfine levels of the

2S1=2 ground state manifold in a 171Ybþ ion as j0i≡
jF ¼ 0;mF ¼ 0i and j1i≡ jF ¼ 1;mF ¼ 0i with a qubit
frequency splitting of 12.642 821 GHz [32], as shown in
Fig. 1(a). The qubit coherence time is measured to be more
than 1 second using microwave single-qubit operations
with a spin echo pulse. The qubit coherence time can be
extended to more than 10 minutes using well-designed
dynamical decoupling pulses [1]. The linear chain of
171Ybþ ions are confined in a microfabricated linear radio
frequency (rf) Paul trap [33] inside an ultra-high vacuum
chamber. The two radial trap frequencies are ν1 ¼ 3.1 MHz
and ν2 ¼ 2.7 MHz. The radial principal axes are rotated
about 45° to the surface of the trap. The axial trap frequency
is 600 and 150 kHz for two-ion and four-ion chains with
5 μm ion spacing, respectively.
The qubits are laser cooled to near the ground state of the

radial motional modes and initialized by optical pumping at
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the start of the experiment. This is followed by the qubit
and motional manipulations, driven by stimulated Raman
transitions using the beat note between two orthogonal
beams generated from a mode-locked 355 nm picosecond-
pulsed laser [34]. The qubits are then measured by state-
dependent fluorescence. Photons scattered by each of the
qubits are collected by a high numerical aperture lens
(NA ≈ 0.6) and coupled into individual multimode fibers in
a fiber array and sent to separate detectors for individual
qubit state detection, as shown in Fig. 1(c) [2]. Our scheme
features negligible detection crosstalk at a level of 10−4 in
state detection.
The optical setup for implementing Raman quantum

gates is schematically illustrated in Figs. 1(a) and 1(b). One
of the two orthogonal Raman beams is a global beam with
an elliptical profile that illuminates all of the qubits
simultaneously. The optical power and beam waist radius
of the global beam are 40 mWand 8 × 110 μm. The other is
a pair of tightly focused individual addressing beams which
can be independently steered across the qubit chain using a
MEMS device. Single-mode photonic crystal fibers are
used to deliver the individual addressing beams to the
beam-steering system and the global beam to beam-shaping
optics [35]. We use acousto-optic modulators (AOMs) to
control the frequency, phase and amplitude of all three
beams prior to the fibers. Steering of each individual beam
is accomplished by a pair of MEMS mirrors each tilting in

orthogonal directions. The details of the beam steering
system is described in Ref. [18] and the Supplemental
Material [36]. A dichroic mirror is used to reflect the
Raman beams and transmit the qubit state-dependent
fluorescence. The combination of single mode fiber and
MEMS mirrors lead to clean Gaussian beams and low
intensity crosstalk on the neighboring qubits at the level of
4 × 10−6 to 4 × 10−5 with a beam waist radius of ∼2.2 μm
and an ion spacing of ∼5 μm. The intensity crosstalk leads
to a gate crosstalk, which is defined as the ratio of Rabi
frequency between the target qubit and the neighboring
qubit, at the level of 0.2% to 0.6%. The total number of
addressable qubits is ∼11, limited by the maximum tilting
angle of the MEMS mirrors. A maximum optical power of
10 mW, a safety limit to avoid degradation from the UV
laser, is applied onto the MEMS mirror, which leads to
1.5 mW addressing beams going into the chamber and a
maximum Rabi frequency for the motional sideband
transition of 7 kHz.
Robust FM MS gates, using a continuous waveform

generated by arbitrary waveform generator (AWG), have
been demonstrated in a 5-qubit and 17-qubit ion chains
[29,31]. To be compatible with DDS, the scheme is
reconstituted to its discrete analog. The pulse is designed
to be a sequence of equal-time segments, each of which has
a constant frequency. The frequencies of the sequence are
determined by a numerical optimizer, given the measured
radial motional mode frequencies and a desired gate time
as shown in Fig. 2(a). The optimizer generates a pulse
sequence which closes the phase-space trajectories of all
radial motional modes and therefore disentangles the spins
and the motion, as shown in Fig. 2(b). It also constrains the
Rabi frequency of the motional sideband transitions to be
less than 7 kHz.
The detuning error, arising from the drift of motional

mode frequencies, leads to unwanted spin-motion entan-
glement and deviation of the geometric phase for the MS
evolution. The error from residual entanglement can be
made negligible over �1 kHz detuning error (< 2 × 10−5)
in the robust FM gate [29]. The accumulated phase
deviation is represented by a deviation of the rotation
angle of the gate, which can be considered as an amplitude
error. In general amplitude errors are usually corrected for
by tuning the laser intensity. However, if the detuning error
changes on timescales faster than the time between cali-
bration and the experimental circuit, then the intensity
calibration is no longer accurate. Figure 2(c) shows the
estimation of final-state fidelity after 1, 5, 13, and 21
consecutive MS gates are applied, as a function of detuning
offset. The estimation considers both the residual spin-
motion entanglement and the deviation of the rotation
angle. Taking advantage of the negligible residual
spin-motion entanglement against detuning errors in robust
FM gates, one can introduce intentional detuning offset
to precisely compensate for the small amplitude error.

(a) (b) (c)

FIG. 1. (a),(b) Schematic representation of the Raman beam
optical setup. The two individual addressing beams (purple) are
steered by two pairs of mirrors tilting in orthogonal directions on
a MEMS device to address any qubit in a chain (steered beam is
shown in green). The trap axial axis is rotated by 45° with respect
to both tilting axes of the MEMS mirrors to utilize orthogonal
tilting mirrors in order to maximize the addressable qubits. The
projection and beam combining optics are represented by a black
box. (c) Energy level schematic of a 171Ybþ ion. The red and blue
lines indicate the two photon Raman transition for qubit oper-
ations.
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As shown in Fig. 2(d), a �100 Hz detuning offset can
compensate roughly ∓ 0.8% deviation of Rabi frequency
for the motional sideband transition.
We designed an automatic calibration process for all

critical parameters. The rough calibration is performed
every 30 minutes and takes ∼10 minutes to complete. First,
we calibrate the pointing accuracy of the two individual
beams by tilting the MEMS mirror and observing the
response of the target ion and neighboring ions to the
beams. For each mirror, the tilt angle is calibrated by
maximizing the population transfer of the target ion
according to a single-qubit π rotation pulse and minimizing
the those of the neighboring ions after a single-qubit 10π
rotation pulse. Next, we address a single ion in the chain
and measure all of the mode frequencies by scanning the
beat-note frequency and observing the motional sideband
transition. The discrete FM solution is calculated based on
the measured mode frequencies and the predetermined gate
time of 200 μs. After loading the resulting pulse sequence
to the random access memory of a field-programmable gate
array; the field-programmable gate array then triggers the
frequency updates for the DDS channels in real time during
FM gates [40]. The beam power is calibrated by ensuring
the population of target ion in the j0i state to be 0.5 after an
expected 3.5π single-qubit rotation.
A final, fine calibration that takes tens of seconds is run

just before the experiments to compensate for the small
drift of the mode frequency and the laser intensity. As
shown in Fig. 2(d), the small drift of the laser intensity can
be compensated by introducing a detuning offset, which is
a more precise method than tuning the laser intensity. This
calibration is done by scanning the detuning offset with 21
concatenated gates applied to j00i. The detuning at which
j00i and j11i have equal probability indicates the perfect
rotation angle for the MS gate. On the average, this

calibration improves our gate fidelity by about 0.5%
compare to just doing the rough calibration.
We demonstrate the two-qubit MS gate in a two-ion

chain and a four-ion chain. First, we initialize the target
qubits to the j00i state and then apply a sequence of 1, 5,
13, and 21 MS gates to make the maximally entangled state
jψþi ¼ ðj00i þ ij11iÞ= ffiffiffi

2
p

. We then extract the state
fidelity by measuring the population and the parity contrast
[41]. The infidelity due to population leakage and the
decrease of the parity contrast is plotted in the Fig. 3. The
stochastic and the coherent error accumulate with concat-
enated gates in a linear and a quadratic way, respectively.
However, the state preparation and measurement (SPAM)
error remains constant. Using a linear fit for the data, we
can extract the gate fidelity without the SPAM error. The
two-qubit gate fidelity is 99.49(7)% in a two-ion chain, and
99.30(6)% in a four-ion chain. The data matches a linear fit,
indicating that any coherent systematic error is negligible
for the two-qubit gate in our system. The ≈2% SPAM
error consists of 1.24% preparation error and 0.98%
detection error according to the single-qubit gate gate-set-
tomography (GST) analysis [42] performed on the present
system. The high SPAM error is due to the limited control
bandwidth on DDSs and can be suppressed to less than
0.1% with an updated control system [43].
To understand the residual error for the two-qubit gate,

we study the impact of various error sources on an ideal
two-qubit gate using numerical simulation [3,4,8]. The
simulated error budget is shown in Table I. Laser dephasing
is the leading order effect. We use the optical phase-
sensitive gate scheme [20] for our FM gates. This scheme
leads to the sensitivities of the laser phase on our FM
gates. We measure the laser coherence time with Ramsey
interferometry using laser driven phase-sensitive single
qubit operations. The Rabi frequency of this phase-

(a) (b1)

(b2) (b4)

(b3) (c) (d)

FIG. 2. (a) Discrete frequency modulation pulse sequence in the present experiment. The solution consists of 20 symmetric segments.
The total gate time is 200 μs. The required sideband Rabi frequencies are 5.55 and 5.47 kHz for FM gates in a two-ion chain and a four-
ion chain. (b) Phase-space trajectory of four motional modes. (c) The estimated gross gate error of 1, 5, 13, 21 concatenated gates, given
different detuning offsets. The estimation includes errors due to residual entanglement between spin and motion and the variation of the
rotation angle. (d) The estimated of final-state error of 21 consecutive gates with �0.8% deviation of Rabi frequency for the motional
sideband transition. The amplitude error due to imperfect laser intensity can be compensated by intentional detuning offset.

PHYSICAL REVIEW LETTERS 125, 150505 (2020)

150505-3



sensitive operation is affected by motional states of radial
modes, as describe by the Debye-Waller effect [8,44].
During the waiting time of Ramsey interferometry, the

motional state is heated from near ground state to a thermal
state due to anomalous heating [45,46]. The heating rate of
the center-of-mass mode and the tilt mode in the two-ion
chain is measured to be ∼200 and < 10 phonons/s,
respectively. Therefore, the Ramsey contrast should be
amended with the Debye-Waller effect. The corrected
Ramsey contrast lead to laser coherence time of
83.3� 11.5 ms. On the other hand, the qubit coherence
time is close to 1 second if we use microwave or laser
driven phase-insensitive single-qubit operations for
Ramsey interferometry. This significant reduction from
1 second to 83.3� 11.5 ms is caused by optical-phase
fluctuations of two Raman beams at the qubit location
arising from the variations of the optical path length.
Motional dephasing is the next significant source, and

has many potential mechanisms [44]. In our system, it is
mainly due to the amplitude fluctuation of the rf source
used to generate the trapping potential. We apply a Ramsey
interferometry to the motional sideband transition to
measure the motional coherence time. To avoid the
Debye-Waller effect, the measurement is done on the
zigzag mode of a seven-ion chain, which features negligible
anomalous heating. The motional coherence time is mea-
sured to be 36.3� 2.3 ms.
The intensity fluctuation of the tightly focused address-

ing Raman beams of < 0.8% is deduced by observing the
decay of Rabi flopping for a phase-insensitive single qubit
gate, driven by a co-propagating pair of Raman beams. The
intensity fluctuation of the global beam should be at the
same level. The upper bound of the off-resonant coupling to
the carrier transition is estimated using the equation
in Ref. [8].
The dominant error sources in our scheme are entirely

technical in nature. The fluctuation of the Raman beam path
and intensity can be suppressed by better optomechanical
design. The noise from the rf source can be suppressed by
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FIG. 3. Infidelity of the entangled state generated by repeated
application of MS gates in a (a) two- and a (b) four-ion chain. The
blue diamonds, red squares, and black circles are the population
leakage to j01i and j10i space, the loss of parity contrast, and the
infidelity of the final state, respectively.

TABLE I. Mølmer-Sørensen gate Error budget. The errors are simulated with the full density matrix using the
master equation including various error sources. The laser and motional coherence times is measured to be 83.3�
11.5 and 36.3� 2.3 ms, respectively. The beam intensity fluctuation is measured to be 0.8%. The motional heating
rate of the center-of-mass mode and the tilt mode in two-ion chain is measured to be ∼200 phonons=s and
< 10 phonons=s, respectively.

Error source Simulated error for four-ion chain Simulated error for two-ion chain

(10−3) (10−3)

Laser dephasing 2.7� 0.4 2.7� 0.4
Motional dephasing 1.2� 0.1 1.1� 0.1
Raman beam intensity fluctuation 0.16 0.16
Off-resonant coupling < 0.3 < 0.3
Motional heating 0.47 0.59
Spontaneous emission < 0.25 < 0.25
FM Solution imperfection 0.76 0.04
(due to laser power restriction)
Total 5.84� 0.5 5.14� 0.5
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active feedback on the rf amplitude and better mechanical
stability of the helical resonator.We observe UV-induced
damage on the MEMS mirrors when the Raman beam
power is increased to above 10 mW, so we increase the
optical power of the global beam to maintain gate speeds
under such power constraint on the individual beams. A
faster gate will significantly suppress the error from laser
and motional dephasing. The error due to spontaneous
emission can be suppressed to be less than 1.7 × 10−4 by
balancing global and addressing beam intensities. With the
achievable laser coherence time (∼1 s), motional coherence
time (∼0.5 s) [3], and negligible spontaneous emission rate
[47], a two-qubit gate with fidelities well over 99.9% is
possible in a long ion chain.
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