
 

Evolution of a Molecular Shape Resonance along a Stretching Chemical Bond
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We report experiments on laser-assisted electron recollisions that result from strong-field ionization of
photoexcited I2 molecules in the regime of low-energy electron scattering (< 25 eV impact energy). By
comparing differential scattering cross sections extracted from the angle-resolved photoelectron spectra to
differential scattering cross sections from quantum-scattering calculations, we demonstrate that the
electron-scattering dynamics is dominated by a shape resonance. When the molecular bond stretches
during the evolution of a vibrational wave packet this shape resonance shifts to lower energies, both in
experiment and theory. We explain this behavior by the nature of the resonance wave function, which
closely resembles an antibonding molecular orbital of I2.
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In strong-field ionization of atoms and molecules by
linearly polarized laser light, the oscillating laser electric
field can cause a photoelectron to recollide with its parent
ion. These so-called laser-assisted electron recollisions
(LAERs) [1] play a critical role in shaping the observable
photoelectron and high-harmonic emission spectra. For
strong-field ionization in slowly varying laser fields (i. e., at
wavelengths in the near infrared and longer), LAERs have
been rationalized in the framework of the quantitative-
rescattering (QRS) theory [2,3]. This approach predicts that
certain cuts through the three-dimensional (3D) photo-
electron momentum distribution reflect the differential
scattering cross sections (DCSs) of the field-free elec-
tron-molecular-ion scattering process. In the regime of high
electron impact energies, the atoms of a molecule can be
treated as point scatterers, an approximation that is known
as the independent-atom model (IAM) [4]. The necessary
condition for this approximation to hold is that, for an
electron returning with kinetic energy Er, the de Broglie
wavelength λ ¼ h=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Erme

p
(with Planck constant h and

electron mass me) be small compared to the internuclear
distances in the molecule. Using the IAM, internuclear
distances were recovered from strong-field experiments on
a number of small molecules, such as N2 [5], OCS [6],
C2H2 [7,8], C2H4 [9], and benzene [10].
At scattering energies that are too low for the assump-

tions of the IAM to hold, the electron scattering dynamics
are sensitive to the valence electron distribution. Under
certain circumstances, the potential that is associated with

this valence electron distribution can transiently capture an
incoming scattering electron through the delicate interplay
between attractive (Coulombic) and repulsive (centrifugal)
forces that act on the electron, a phenomenon known as a
shape resonance [11]. This trapping leads to a strong,
characteristic modulation of the DCS over a narrow range
of impact energies. In single-photon photoionization
experiments, shape resonances manifest themselves as a
pronounced variation in the photoabsorption cross section
and the photoelectron angular distributions [12,13], and a
number of studies have been published in an attempt to
relate the energy position of shape resonances to inter-
nuclear distances [14–16]. However, it is still an open
question to what extent shape resonances can be used to
track ultrafast molecular dynamics. In static experiments,
shape resonances have been shown to play a key role in
shaping the photoelectron momentum distributions result-
ing from laser-assisted electron recollisions in O2 and CO2

[17]. Recently, Nguyen et al. [18] have presented a detailed
theoretical investigation of how the shape resonance in
vibrationally excited SF6 molecules evolves in time when
probed with attosecond x-ray pulses. An experimental
demonstration of this approach, however, has so far remained
a desideratum.
Here, we report experiments on the strong-field ioniza-

tion of I2 at 1.3 μm in which a range of internuclear
distances were accessed by preparing a vibrational wave
packet in the weakly bound B state, which was probed at
specific pump-probe delays. With the help of quantum-
scattering calculations and an approach very similar to that
of Nguyen et al. [18], we assign a pronounced maximum in
the yield of backscattered photoelectrons as a function of
kinetic energy to a strong molecular shape resonance and
investigate the dependence of its properties (i. e., energy
position and width) on the I-I internuclear distance. Our
calculations show that large shifts in the resonance energy
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occur upon increasing the bond length, indicating that
molecular shape resonances are a sensitive probe of small
changes in internuclear distances.
In the experiments [19], we used a commercial laser

system delivering 30 fs, 3 mJ, 800 nm laser pulses at 1 kHz
repetition rate to pump two commercial optical parametric
amplifiers (TOPAS C from Light Conversion). Each
TOPAS was pumped by 1 mJ of input laser energy per
pulse, with one generating the 555 nm, 90 μJ pump pulses
and the other generating the 1.3 μm, 150 μJ probe pulses.
The pump wavelength was chosen to optimize excitation to
the B3Πþ

0u state of I2 [41,42] (see Supplemental Material
[19]). The pump pulses were attenuated to 4 μJ to suppress
multiphoton transitions into higher-lying excited states.
Both beams were focused at the center of a velocity map
imaging spectrometer (VMIS) [43] using a 250 mm focal-
distance lens. A telescope in the probe arm was used to
ensure a smaller focus size for the probe (ionizing) laser
pulse. In the interaction region, the two pulses were crossed
with a molecular beam obtained by expanding a mixture of
iodine in helium at 10 bar of backing pressure through a
pulsed Even-Lavie valve operated at 200 Hz. To increase
the vapor pressure of I2, the valve was heated and held at a
constant temperature of 45 °C. In all experiments, the pump
and probe pulses were copolarized, and the polarization
axis was parallel to the plane of the detector of the VMI
spectrometer. After ionization by the 1.3 μm pulse, the
charged fragments (ions or electrons) were projected onto
a chevron-paired microchannel plate (MCP) detector
followed by a phosphor screen. For photoion measurements
[19], the MCP-phosphor assembly was gated to enable
detection of charged particles with specific mass-over-
charge ratios. The 2D projections of the momentum
distribution on the phosphor screen were recorded with a
CCD camera. From these projections, 3D momentum
distributions were reconstructed using the maximum-
entropy velocity-map image reconstruction method of
Dick [44].
Figure 1(a) shows the central slice through the recon-

structed photoelectron momentum distribution recorded for
the strong-field ionization of I2 in its ground state. To
capture the weak rescattering signal with sufficient statis-
tics, the photoelectron signal was accumulated over 3 × 105

laser shots. The concentric circles in Fig. 1(a) divide the
angle-resolved photoelectron momentum distribution into
three regions. The first region is confined to photoelectrons
that have a maximum final kinetic energy Ef of twice the
ponderomotive energy, Up ¼ I=4ω2 (in atomic units),
which depends on both the laser intensity I and the laser
frequency ω. This upper energy bound for direct photo-
emission, derived from a purely classical picture of above-
threshold ionization [45], is shown as the black inner dotted
circle in Fig. 1(a). However, both the wave nature of the
photoelectron wave packet and the finite initial momentum
of the outgoing electron soften this limit. As the yield of

rescattered electrons is roughly 2 orders of magnitude
weaker than that of direct electrons, we restrict our analysis
of the former to electrons that have a kinetic energy of at
least 4Up (black dash-dotted line). Rescattering produces
electrons with kinetic energies of up to 10Up (region 3,
dashed line). In other words, we assume that all photo-
electrons in the energy range between 4Up and 10Up—the
so-called recollision plateau—have undergone rescattering.
To analyze and interpret this recollision plateau, we

consider how it forms in a purely classical picture.
According to Spanner et al. [46], electrons that rescatter
at the time of recollision tr with recollision momentum pr
end up on a circle in momentum space that is shifted away
from the origin by the instantaneous vector potential
at the time of recollision, −AðtrÞ [see solid white circle
in Fig. 1(a)]. For every ionization time ti within one laser
period, solving Newton’s equation for motion of an
electron in the laser field yields the relation between the
recollision time tr and the corresponding recollision
momentum prðtrÞ. Hence, we can construct a mapping
between the experimentally measured momentum distri-
butions and the intensity distribution of the rescattered
electrons. This mapping forms the basis of the quantitative
rescattering theory [2,3]. Also, QRS gives an expression for
the angular distribution of the backscattered electrons,

FIG. 1. Extraction of the electron-scattering distributions from
a static experiment on ground-state I2 and comparison to
calculations invoking the QRS approach. (a) Slice through the
inverted 3D momentum distribution, recorded following strong-
field ionization of I2 by a 1.3 μm pulse with a peak intensity of
4.6 × 1013 W=cm2. The concentric circles indicate electron
kinetic energies of 2Up, 4Up, and 10Up, respectively. The solid
white circle represents electrons with incoming momentum pi
that have elastically scattered into the scattering angle θr, and are
shifted in momentum space by the instantaneous vector potential
−AðtrÞ. (b) DCSs, normalized at a scattering angle of
θ0 ¼ ð135� 4Þ°, extracted from the data in (a). (c) Corresponding
ePolyScat QRS calculation of the strong-field ionization of I2 in
its ground-state and equilibrium geometry.
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DðEr; θrÞ, which depends on the recollision energy Er and
the rescattering angle θr. This expression is derived from
the differential cross section for a molecule that is fixed in
space, σ½Er;Ω ¼ ðθr;ϕrÞ;Θ�, which depends on the mole-
cule’s orientation relative to the (fixed) direction of incom-
ing electron, parametrized by the set of Euler angles
Θ ¼ ðα; β; γÞ. The fixed-in-space cross section is then
integrated over all molecular orientations, weighted by
the strong-field ionization rate PionðΘÞ and the molecular-
axis distribution of the ensemble PMAðΘÞ, i.e.,

DðEr; θrÞ ¼ wðprÞ
Z

π

0

Z
2π

0

PionðΘÞPMAðΘÞ

× σðEr;Ω;ΘÞdα sin βdβ: ð1Þ

The quantity wðprÞ in Eq. (1) is the momentum distribution
of the returning electron wave packet. In writing Eq. (1), we
assume that the imprint of the molecular orbital is washed
out during propagation, which is why wðprÞ can be factored
out of the integral. Also, although σðEr;Ω;ΘÞ explicitly
depends on the azimuthal angle ϕr, this dependence is
averaged out as both PionðΘÞ and PMA are cylindrically
symmetric with respect to the laser polarization axis.
Moreover, the effect of wðprÞ can be eliminated altogether
by normalizing DðEr; θrÞ at the angle θ0 for which the
differential scattering cross sections vary the least as a
function Er [17]. When applied to both the measured
rescattered electrons and DCSs calculated with Eq. (1),
the experiment and theory can be compared to each other.
To model the DCSs (and to determine θ0) we carried out

quantum-scattering calculations with the ePolyScat software
suite developed by Lucchese and co-workers [47,48]. In
ePolyScat, the electron-molecule interaction is treated at the
nonrelativistic Hartree-Fock level of theory. To construct
the scattering potential, a restricted open-shell Hartree-
Fock self-consistent field calculation was performed for the
singly charged molecular iodine I2þ in the equilibrium
geometry of the neutral molecule with the GAMESS (US)
[49] package, using the Sapporo augmented triple-ζ basis
set [50] to obtain the molecular wave function (assuming
C∞v symmetry to account for symmetry breaking as the
bond length is varied). From this single-determinant wave
function the full exact static exchange plus model corre-
lation polarization potential was constructed and the
corresponding electron-ion scattering wave functions were
calculated on an angular grid with spherical harmonics of
angular momentum up to lmax ¼ 180 and an adaptive radial
grid [19]. All electron-scattering calculations were carried
out for collision energies between 9 and 24 eV (approx-
imately the energy range accessible in the experiment; see
below) in steps of 1 eV. The angle-dependent standard
deviation of the DCSs over this energy range was com-
puted, from which we extracted θ0 ¼ 135°. We note that in
the computational model the molecular-orbital strong-field
approximation [51] was used to calculate PionðΘÞ [19],

while PMAðΘÞ was assumed to be uniform. Mapping and
normalizing the data of Fig. 1(a) according to the QRS
model, we obtain the DCSs shown in Fig. 1(b). The
presented data are confined to angles and recollision
energies for which the QRS approximation is expected
to hold (i.e., Ef > 4Up). At the intensity used in the
measurement, 4.6 × 1013 W=cm2, the electrons acquire
only moderate recollision energies, Er ¼ p2

r=2, up to
23 eV. In the extracted DCSs, we observe a strong back-
scattering emission (near 180°) and a minimum at a
scattering angle of 140°. We find a very good agreement
between the calculated DCSs [Fig. 1(c)] and the exper-
imental results. In particular, the strong backscattering
emission observed experimentally is very well reproduced
at all recollision energies, as is the minimum observed at
140°, a well-known feature in electron collisions involving
iodine atoms [19].
To examine the bond-length dependence of the rescatter-

ing signal, photoelectron momentum distributions were
recorded in vibrationally excited I2 molecules. The vibra-
tional wave packet was first characterized by Coulomb
explosion imaging [52,53], recording Iþ ion momentum
distributions as a function of pump-probe delay [19]. At
this pump wavelength, the B-state vibrational wave packet
has a half revival at a pump-probe delay of 15.6 ps. Near the
half revival, the wave packet becomes highly localized in
the internuclear-distance coordinate and oscillates between
inner (Rin ¼ 2.78 Å) and outer (Rout ¼ 3.68 Å) turning
points defined by the B-state potential energy curve [54].
To extract the time-dependent changes in the measured
DCSs, the data taken at the inner turning point were
subtracted from those taken at the outer one, as shown
in Fig. 2(a). In this map, a positive value means a larger
contribution at the outer turning point than at the inner
turning point while a negative value (blue) indicates a larger
contribution at the inner turning point. The maximum

FIG. 2. Absolute difference between DCSs measured (a) and
calculated (b) at the outer (Rout ¼ 3.68 Å) and inner turning
points (Rin ¼ 2.78 Å) for the case of an I2 vibrational wave
packet created by 555 nm wavelength excitation of the B state.
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difference is observed in the backscattering direction
(180°), with a strong negative contribution observed at
18 eV and a positive one at 13 eV. This observation
is perfectly reproduced by the ePolyScat QRS model,
Fig. 2(b), if we subtract a calculation using Rin from one
using Rout.
We hypothesize that the pronounced backscattering

features can be attributed to shape resonances, following
Okunishi et al. [17] in their interpretation of static experi-
ments in O2 and CO2. To verify the presence of a shape
resonance in the calculation, we investigate the energy
dependence of the electron-ion scattering phase shifts, in
which a shape resonance is expected to manifest as a
narrow, positive phase jump of ≈π in one of the scattering
channels [11]. The total scattering wave function can be
decomposed into a set of scattering channels, each of which
transforms like one of the irreducible representations of the
molecular point group [55]. Because of the rapid change of
the scattering phase, the cross section—which is related to
the first derivative of the scattering phase—is also expected
to vary rapidly. In the present case, a sudden jump in the
phase can be clearly identified, see Fig. 3(a), for I2þ at the
equilibrium bond length of the neutral species around an
electron kinetic energy of 18 eV for the E1 channel (which
comprises all partial waves with angular momentum l ≥ 1
and magnetic quantum numberm ¼ �1). At the same time,
this is the impact energy for which a large increase of
backscattering is observed in Figs. 1(b) and 1(c). We
therefore assign this feature to the shape resonance.
To characterize the shape resonance further, we invoke

its formal definition, according to which a shape resonance
corresponds to a pole in the complex-energy plane of the
scattering T matrix at the complex-valued energy ϵ − iΓ=2
[11], determining the resonance energy ϵ and its width Γ.
The advantage of this definition is that the scattering wave
function can be evaluated at the pole position, which yields
the pure resonance wave function, isolated from other
scattering contributions. To identify the poles of the T
matrix we used the pole-searching algorithm of Stratmann
and Lucchese [16] that is implemented in ePolyScat. In this
algorithm, only a simplified scattering potential is used, in
which the exact treatment of electron exchange is replaced
by a free-electron-gas model exchange, but we find that this
simplification leaves the overall scattering dynamics
unaltered. The pole-searching calculation identified a pole
at ϵ ≈ 18.0 eV. The corresponding scattering wave func-
tion is shown as an inset of Fig. 3(b). Around the two
nuclei, the resonance wave function closely resembles an
antibonding combination of two atomic f orbitals (but note
that, different from a molecular orbital, the resonance wave
function does not vanish at infinity). Correspondingly, it
stands to reason that the degree of destructive interference
between the two atomic orbitals and therefore the energy
position of the shape resonance should depend on the
internuclear distance. Repeating the pole search for

internuclear distances between 2.66 and 3.86 Å, we find
that the resonance energy ϵ is shifted down by 5 eV when
the bond length is extended by roughly 0.7 Å, scaling
approximately with 1=R [see Fig. 3(b)]. As a consequence,
the results of Fig. 2 are fully explained by assigning the
negative values in the differential DCSs at 18 eV and the
positive values at 13 eV to a shift of the shape resonance as
the molecule moves toward larger internuclear distances.
The 5 eV difference between these two extrema closely
matches the shift in resonance energy Δϵ predicted by the
pole-searching calculations.
As the large-angle backscattering is the key factor toward

understanding the bond-length dependence of the rescatter-
ing process, we have extracted its time dependence by
comparing the time-dependent difference signal to that at
the delay of the inner turning point, tin,

ΔDðEr; θr; tÞ ¼ DðEr; θr; tÞ −DðEr; θr; tinÞ; ð2Þ
restricting the analysis to scattering angles between 160°
and 180°, as shown in Fig. 4(a). When the wave packet
reaches the outer turning point, the differential features in
the experiment at 13 and 18 eV reach their greatest
amplitude, as well. This is also true for the ePolyScat
QRS calculations, Fig. 4(b), which were treated in the
same way as the experimental data, while applying a 90 fs
temporal convolution to account for the limited time

FIG. 3. Identification and bond-length dependence of the
molecular shape resonance in I2. (a) Calculated evolution of
the eigenphase sums as a function of the electron kinetic energy
for I2þ at the equilibrium internuclear distance of neutral I2. The
symbols denote the symmetries (irreducible representations) of
all open scattering channels that contribute to the overall
scattering wave function, assuming C10v symmetry for I2þ
[19]. The dashed line on the curve for the E1 channel highlights
the characteristic phase jump that is caused by the shape
resonance. (b) Energy positions ϵ of the dominant pole in the
complex-energy plane of the scattering T matrix obtained from
the pole-searching algorithm (circles) for various internuclear
distances, together with a power-law fit (solid line). The inset
shows the real part of the scattering wave function at the
equilibrium internuclear distance. The atom positions are located
exactly in the centers of the rosette-shaped features.

PHYSICAL REVIEW LETTERS 125, 123001 (2020)

123001-4



resolution in the experiment. To put our interpretation to
the test that the shape-resonance detuning is responsible for
this observation, we have moreover constructed a very
simple model. We approximate the backscattering signal as
a function of time delay through a Gaussian centered at the
shape-resonance energy position ϵ½RðtÞ� [see Fig. 4(c)] with
width Γ½RðtÞ�, obtained from the pole-searching calcula-
tions [19]. Applying the same temporal convolution and
subtraction [Eq. (2)] that were used for the full calculations
to this simple model, we find that it reproduces the main
observations of both the experiment and the full calcu-
lations [Fig. 4(d)], in strong support of our interpretation of
the experimental and numerical results in terms of shape-
resonance dynamics.
In conclusion, laser-assisted low-energy electron recol-

lisions in vibrationally excited I2 molecules were inves-
tigated both experimentally and theoretically. Two strong
backscattering peaks were observed, namely one that
vanishes with increasing bond length and one that appears,
centered at a lower scattering energy. Our theoretical
investigation shows that the observed dynamics can be
explained by the shift in energy of the shape resonance that
occurs as the molecule undergoes vibrational motion. Our
results prove that low-energy electron-molecular-ion scat-
tering is very sensitive to the dynamics of shape reso-
nances, creating new opportunities for investigating
photoinduced molecular dynamics with high temporal
and spatial resolution.
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