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Molecular crystals are increasingly being used for advanced applications, ranging from pharmaceutics to
organic electronics, with their utility dictated by a combination of their three-dimensional structures and
molecular dynamics—with anharmonicity in the low-frequency vibrations crucial to numerous bulk
phenomena. Through the use of temperature-dependent x-ray diffraction and terahertz time-domain
spectroscopy, the structures and dynamics of a pair of isomeric molecular crystals exhibiting nearly free
rotation of a CF3 functional group at ambient conditions are fully characterized. Using a recently developed
solid-state anharmonic vibrational correction, and applying it to a molecular crystal for the first time, the
temperature-dependent spatial displacements of atoms along particular terahertz modes are obtained, and
are found to be in excellent agreement with the experimental observations, including the assignment of a
previously unexplained absorption feature in the low-frequency spectrum of one of the solids.
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The interplay between molecular structure, three-
dimensional packing, and lattice dynamics is critical to
the proper function and behavior of condensed phase
materials [1–5]. In organic materials, these forces are
responsible for countless properties, such as crystalline
polymorphism, phase transformation phenomena, semi-
conducting ability, physical stability, and so on [6–9].
For over a century, x-ray crystallography has been
the primary method of determining the structures of
crystalline materials, while low-frequency vibrational
spectroscopy (0.3–3 THz, 10–100 cm−1) has emerged over
the past few decades as a powerful technique for
understanding the lattice dynamics of such solids [10].
Yet, while both of these techniques are the principal
means of characterizing structure and dynamics, respec-
tively, they are complements in that they both indirectly
probe the processes of the other. For example,
x-ray crystallography provides the average spatial
distribution of electron density, which inherently includes
low-frequency vibrations that are highly excited at
ambient conditions (kBT298 ≈ 6.2 THz ≈ 207 cm−1). On
the other hand, low-frequency vibrational spectroscopy
is directly tied to the structures of solids, as the
large-amplitude vibrational motions are largely dictated
by long-range forces from neighboring molecules and the
three-dimensional periodic nature of the solid [11,12].
Additionally, low-frequency modes are notorious for being
highly anharmonic, and thus there exists a distinct need to

understand how anharmonicity manifests in solid-state
structures and dynamics [13,14].
To date, there has been little work to connect static

diffraction techniques with dynamic spectroscopic tech-
niques, although recent efforts have highlighted the
significantly detailed information that can be obtained by
using these techniques in tandem. For example, Kozina
et al. have used terahertz pump–x-ray probe measure-
ments to characterize anharmonic coupling in inorganic
crystals [15], opening the door to understanding vibrational
relaxation through the analysis of purely structural
information.
Understanding the origins of low-frequency vibrational

motions can therefore have a profound effect on interpret-
ing crystallographic data, with one specific example being
significant thermal disorder of atoms or functional groups
within crystals—a direct result of vibrational anharmonic-
ity. While solid-state methyl rotors have been of interest for
their ability to sense a wide variety of weak forces [16–19],
they are difficult to interpret using x rays due to the low-
scattering power of hydrogen atoms. On the other
hand, trifluoromethyl (CF3) groups should be more easily
observed with x rays, and thereby provide a mechanism
for understanding these effects with high spatial
resolution.
Crystals of two isomers containing trifluoromethyl

groups were used as the basis for this study: 2-nitro-
4-(trifluoromethyl)benzoic acid (2NTFB) and 4-nitro-2-
(trifluoromethyl)benzoic acid (4NTFB). The structures
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(Fig. 1) were determined for the first time for this study
using single-crystal X-ray diffraction (XRD) over the
temperature range 120–320 K. At ambient conditions
(300K), the fluorine atoms of the CF3 group in 2NTFB
show large displacement ellipsoids that suggest significant
rotation about the C—C bond. In contrast, the ellipsoids in
4NTFB are much smaller, indicative of more restrictive
motion. In order to more precisely characterize the rota-
tional motion of the CF3 group, electron density profiles
through a plane formed by the three fluorine atoms were
generated by characterizing the Fourier transform of the
XRD structure factors (additional technical details provided
in the Supplemental Material [20]). Figure 2 shows the
XRD-determined electron density about the plane of the
CF3 ring as a function of angle, and the evolution of
the density distribution with temperature. As the temper-
ature is lowered, flatter regions between the maxima
(indicating that the F atoms are sufficiently localized
around their static positions) first become clearly evident
for 2NTFB around 140 K. In 4NTFB, the maxima are more
clearly separated at all temperatures, and secondary peaks
indicative of an alternative localized position for the CF3
group, rotated by 60° relative to the main position, are
evident at around 180 K and below. This likely indicates
that a small number of molecules within the bulk access an

energetically similar, yet distinct conformation. Clearly,
these observations highlight a difference between the
rotational potentials for the two molecules in the crystalline
environment.
In an effort to decouple internal torsional motion from

overall molecular translation and libration, the x-ray data
were further analyzed using the translation-libration-screw
(TLS) approach [29]. Details of the calculations are
provided in the Supplemental Material [20]. The analysis
was carried out first assuming entirely rigid molecules, then
again treating the CF3 group as an attached rigid group able
to rotate relative to the remainder of the molecule. For
4NTFB, the overall fit to the atomic displacement para-
meters is very closely comparable using fully rigid
molecules or allowing internal motion, consistent with
limited internal torsional motion of the CF3 group. For
2NTFB, the fit to the atomic displacement parameters
improves significantly with the introduction of internal
motion, again consistent with the other indications of
greater torsional motion in this case. The TLS calculation
provides the overall torsional libration around the C − CF3
axis, which comprises both the component of the molecular
libration as a whole and any relative motion of the CF3
group. This overall value is roughly in the range 11°–20°
for 2NTFB, compared to 0°–3° for 4NTFB, increasing
linearly over the temperature range in both cases (see
Supplemental Material [20]).
The structures of the two crystals are shown in Fig. 1 and

are provided in electronic (CIF) format in the Supplemental
Material [20]. In both solids, the common intermolecular
hydrogen bonded benzoic acid dimer motif is present.
However, the packing of the two isomers results in
distinctly different crystalline environments for the CF3
groups. In 2NTFB, one F atom is involved in an approx-
imately linear C − H � � � F interaction, while the other two
F atoms point toward the COOH groups of neighboring
molecular dimers. In 4NTFB, two F atoms accept
C − H � � � F interactions, while the third points between
neighboring molecules, making no clear intermolecular
contact. The shortest distances between CF3 groups in
2NTFB have C � � �C ¼ 4.322ð2Þ Å (at 120 K), with the
groups aligned to form a single offset strand along the
crystallographic b axis. In 4NTFB, the C � � �C distances are
larger [4.474(6) and 5.092(2) Å at 120 K] and the CF3
groups adopt a double-strand arrangement along the b axis.
We note that these intermolecular contacts are much larger
than the respective elements van der Waals radii of ca. 1.70
and 1.47 Å.
Analysis of the crystal structures provides little insight

into the nature of the forces that are present in these
materials. In order to probe these, experimental terahertz
time-domain spectroscopy (THz TDS) experiments, which
probe the low-frequency vibrational motions directly, were
performed using a commercial Terapulse THz TDS system
(TeraView Ltd., Cambridge, UK). Samples were prepared

FIG. 1. Structures of the two NTFB crystals. (a) The unit cell
for 2NTFB, showing the interdigitated CF3 groups along the b
axis. (b) The unit cell for 4NTFB, showcasing the CF3 ribbons
along the [004] Miller plane. There are 8 f.u. per cell in 4NTFB,
compared to 4 for 2NTFB. The elements are colored accordingly:
C is gray, O is red, N is blue, F is green, and H is white.

FIG. 2. Temperature overlay of the electron density distribution
along the CF3 ring for 4NTFB and 2NTFB.
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for THz TDS experiments by mixing the as-received
commercially available material with high-density poly-
ethylene to a 10% w/w concentration, followed by grinding
and pressing into 13-mm-diameter freestanding pellets with
a thickness of 2 mm (additional technical details provided
in the Supplemental Material [20]). The THz TDS spectra
of both isomers are presented in Fig. 3, and they exhibit
distinct spectral signatures that are strongly influenced by
temperature.
Figure 3 shows at least four major absorption features for

2NTFB (80 K) at 0.91, 1.09, 1.49, and 1.75 THz. In
contrast, for the same temperature, 4NTFB exhibits at least
7 identifiable peaks, at 0.83, 0.90, 1.03, 1.19, 1.31, 1.53,
and 2.20 THz. The greater number of features in 4NTFB is
likely a result of the increased number of atoms in the unit
cell, which results in a larger number of IR-active modes.
The differences between these spectral signatures highlight
how different the long-range forces in these two crystals
are. The spectra are both strongly influenced by tempera-
ture, with all of the features sharpening and shifting to
higher frequencies as the temperature is lowered. While this
is common for molecular crystals [14,30,31], the features at
1.75 and 2.20 THz in 2NTFB and 4NTFB, respectively,
exhibit a much larger change in both the frequency and
intensity compared to the other modes.
In order to assign the experimental spectra, vibrational

simulations were performed using CRYSTAL17 [32] with the
Grimme-D3-BJ dispersion corrected PBE [33–35] func-
tional and Ahlrich’s VTZP basis set [36]. Prior to perform-
ing the vibrational analysis, the structures of the two solids
were fully optimized without constraints (i.e., lattice
parameters and atomic positions), which resulted in an
average absolute error in unit cell lengths and bond
distances of < 0.5% for both solids (compared to the
120K structures). The results of the vibrational simulations,
shown in Fig. 3, represent an excellent agreement with the
experimental results for both crystals, although it was
necessary to scale the frequency of the simulated spectra
for 2NTFB by a factor of 0.9, likely due to this crystal

exhibiting more pronounced anharmonicity [37,38]. A
notable exception to the spectral agreement, however, is
the predicted feature at 0.421 THz in 2NTFB, which does
not appear to have a corresponding peak in the experi-
mental spectrum, even when the concentration of the
sample was greatly increased. It is interesting to note that
this particular mode represents hindered out-of-phase
rotation of the CF3 groups with a transition moment in
the ac crystallographic plane—the in-phase mode is IR
inactive due to symmetry, but occurs at 0.41 THz, nearly
the same frequency thus indicating only minor coupling of
the CF3 groups (full mode assignment available in the
Supplemental Material [20]). In order to investigate this
discrepancy further, an explicit anharmonic calculation of
the vibrational mode was performed by manually displac-
ing the crystal along the normal mode coordinate and
calculating the energy at each step. The potential generated,
shown in Fig. 4, deviates significantly from the harmonic
approximation prediction, with the mode being very
shallow at small displacements but then rising rapidly
(and thus deviating from quadratic behavior) with larger
displacements. This is due to the solid-state nature of the
sample, where large displacements result in interactions
that are strongly repulsive due to the proximity of neigh-
boring molecules. This new potential was used to deter-
mine the true anharmonic frequency using the recently
implemented vibrational self-consistent field routine
[39,40], which shifted the mode by almost 1 THz so that
it now accounts for the vibrational feature occurring in the
experimental spectrum at 1.49 THz. Interestingly, the mode
corresponding to the CF3 rotation in 4NTFB is predicted to
occur at 2.28 THz, which is in good agreement with the
experimental spectrum, indicating that it exhibits a much
more harmonic behavior.
With the aim of exploring the rotational motion more

deeply, the dihedral angle corresponding to the CF3
rotation was manually scanned in 10° increments and
the energy calculated at each step for both materials. The
generated potential for 2NTFB is very similar in shape and
magnitude to the anharmonic vibrational potential of the
terahertz mode at 1.49 THz. This potential enables
estimation of the absolute value of the displacement of
the fluorine atoms as a function of vibrational excitation,
with the zero-point motion corresponding to an approxi-
mate 5° displacement (1.5 THz ¼ 0.598 kJmol−1). The
barrier is approximately 61.5 kJmol−1 (corresponding to a
temperature of 30 000 K) suggesting that the fluorine
atoms rarely, if ever, exchange positions, and that the CF3
group in 2NTFB is truly a hindered rotor. In order to
obtain the average temperature-dependent displacement
of the CF3 group, it was assumed that the potential
contained a large number of closely spaced energy levels,
such that a classical approximation could be applied to
find the probability density of the fluorine atom positions
for a given temperature:

FIG. 3. Temperature overlay of the terahertz spectra for 2NTFB
and 4NTFB. The curves have been offset from each other to aid
visualization. The dotted curves represent the predicted spectra,
which have been convolved with Lorentzian line shapes.
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PðθÞ ¼ e−VðθÞ=kBT
R
60
−60 e

−VðθÞ=kBTdθ
; ð1Þ

where VðθÞ is the rotational potential, kB is Boltzmann’s
constant, and T is the absolute temperature. The full width
at half maximum (FWHM) of these distributions can be
compared to those derived from the plots of the CF3
electron density at every temperature for which x-ray
results were obtained, see Fig. 2. Since the calculated
probability density applies to the fluorine atom positions,
it is necessary to add a correction (constant as a function
of T) to yield the electron density distribution. This finite
size was determined within this geometry to be approx-
imately 23.7°, using the approximation of a solid fluorine
atom with radius equal to the covalent radius for sim-
plicity. It is important to note that fluorine is notorious for
having a highly variable radius; however, the gradient of
the two curves is nearly the same, indicating that the
investigated phenomena (the change in distribution as a
function of temperature) is consistent between the two
techniques. The resulting widths are compared in Fig. 5,
and although the absolute values differ, the gradients are
very similar. These results are also mirrored in the THz
TDS spectra, where the features corresponding to the CF3
motion exhibit a much more pronounced temperature
dependence than the other modes. This is likely due to
a large number of different chemical environments, which
leads to slightly different vibrational transitions and thus a
more diffuse mode with increasing “disorder” as tempera-
ture is increased.
Overall, this work highlights the deep connection

between anharmonic low-frequency vibrational motions
and corresponding crystallographic structures as a function
of temperature, and the value that THz TDS spectroscopy

can add to variable-temperature x-ray crystallographic
measurements. The ability to relate a single low-frequency
vibration directly to the observed large-magnitude dis-
placement information in the x-ray structures indicates that

FIG. 4. Harmonic (green) and explicit anharmonic (red) simulations for the CF3 rotational mode in 2NTFB. Left: the vibrational
potentials for the harmonic and anharmonic case, with the arrows in the inset representing the normal mode coordinate. Right: the 80 K
experimental THz TDS (blue), and the simulated vibrational spectra. The new position of the vibrational transition using the anharmonic
potential (red peak), and the original harmonic feature (green) along with the entire harmonically determined spectrum (dotted green
curve).

FIG. 5. Comparison between the electron density distribution
FWHMs derived from x-ray experiments and those derived
computationally for 2NTFB (top) and 4NTFB (bottom).
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the applied methods can describe such phenomena accu-
rately, and thereby contribute significantly to our under-
standing of the dynamical aspects of crystals, specifically
anharmonic low-frequency dynamics. Finally, the success
of recently developed anharmonic corrections to vibrational
potentials represents a step forward in characterizing
similar phenomena in related materials.
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